A study on a new and fast fixed point iteration process in Banach spaces
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Abstract: In this study, it is proposed a new general fixed point iteration method for approximation of fixed point of contraction mappings in Banach spaces. Next, it has been proven that this iteration method is faster than the AK, S-Picard, Thakur, Vatan two-steps fixed point iterative methods recently described in the literature. Moreover, it is shown that the convergence of Mann fixed point iteration method is equivalent to the convergence of newly defined fixed point iteration method. Also, numerical examples are given to support the analytic proofs. Finally, the data dependence of this fixed point iteration method has been proven.
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1 Introduction and preliminaries

The fixed point theory is well-known in the current literature because it provides useful tools for solving many problems with applications in the different fields such as engineering, chemistry, game theory and economics. However, once we have decided on the existence of a fixed point of a certain mapping, finding the fixed point of mapping is not an easy task, so we use iterative process to calculate of them. Then, it is necessary to develop an iterative process which approximate the solution of nonlinear equations that has a good rate of convergence. Over the years, many researchers have efforts to develop iterative processes having faster the rate of convergence than others. In this direction, some of notable studies were conducted by Mann, Ishikawa, Noor, Suantai, Karakaya, Gursoy, Dogan, Yildirim, Karahan, Sainuan, Agarwal, Rhoades and Khan [1-17]. In addition, the fixed point mappings were studied as much as studies on the iterative methods. Different varieties of these mappings are available in the literature. The well known of them are contraction mappings, nonexpansive mappings and generalizations of them. Therefore, in this study, a new fixed point iterative method (7) is constructed and well-known contraction mapping has been studied such that

\[ \|Tx - Ty\| \leq \delta \|x - y\| \] (1)

for \( \delta \in (0, 1) \).

In 1953, Mann [4] introduced a new iterative method known as Mann iterative method to approximate fixed point as follows:

\[
\begin{align*}
m_0 & \in C \\
m_{n+1} = (1 - \zeta_n) m_n + \zeta_n T m_n, \text{ for all } n \in [0, \infty)
\end{align*}
\] (2)

In 2018, Dogan and Karakaya [22] introduced the following new iterative method known as S-Picard iterative method to
approximate fixed point of contraction maps:

\[
\begin{cases}
  k_0 \in C \text{ initial point} \\
  k_{n+1} = (1 - \varsigma_n) T k_n + \varsigma_n T d_n \\
  d_n = (1 - \tau_n) T k_n + \tau_n T r_n \\
  r_n = T k_n, \text{ for all } n \in [0, \infty).
\end{cases}
\]  \hspace{1cm} (3)

In 2016, Karakaya et al. [21] introduced the following iterative process known as Vatan two-step iteration process to approximate fixed point of \( T \), defined by:

\[
\begin{cases}
  v_0 \in C \text{ initial point} \\
  v_{n+1} = T ((1 - \varsigma_n) k_n + \varsigma_n T (k_n)) \\
  k_n = T ((1 - \tau_n) v_n + \tau_n T (v_n)), \text{ for all } n \in [0, \infty).
\end{cases}
\]  \hspace{1cm} (4)

Thakur et al. (2016) used a new iterative process termed Thakur iterative method for approximation of fixed points, defined by:

\[
\begin{cases}
  k_0 \in C \text{ initial point} \\
  w_n = (1 - \varsigma_n) u_n + \varsigma_n T u_n \\
  v_n = T ((1 - \tau_n) u_n + \tau_n w_n) \\
  u_{n+1} = T (v_n), \text{ for all } n \in [0, \infty).
\end{cases}
\]  \hspace{1cm} (5)

Recently, Ullah and Arshad [24] introduced the following new iterative method termed AK iteration process to approximate fixed point, defined by:

\[
\begin{cases}
  x_0 \in C \text{ initial point} \\
  z_n = T ((1 - \varsigma_n) x_n + \varsigma_n T x_n) \\
  y_n = T ((1 - \tau_n) z_n + \tau_n T z_n) \\
  x_{n+1} = T (y_n), \text{ for all } n \in [0, \infty).
\end{cases}
\]  \hspace{1cm} (6)

When the iteration methods described above are discussed in this article, it is seen that there is a race among researchers to identify the fastest iteration method. This race has made important contributions to the fixed point theory. For this reason, it was defined the following iteration method in this study.

\[
\begin{cases}
  \rho_0 \in C \text{ initial condition} \\
  \rho_{n+1} = \left( \prod_{i=1}^{m} T \right) ((1 - \varsigma_n) \omega_n + \varsigma_n T (\omega_n)) \\
  \omega_n = \left( \prod_{i=1}^{p} T \right) ((1 - \tau_n) \sigma_n + \tau_n T (\sigma_n)) \\
  \sigma_n = \left( \prod_{k=1}^{t} T \right) (\rho_n), \text{ for all } n \in \mathbb{N}.
\end{cases}
\]  \hspace{1cm} (7)

where \( \varsigma_n, \tau_n \in [0, 1] \), \( T(\rho) \times T(\rho) = T \left( T(\rho) \right) \) and \( m, p, t \in \mathbb{N} \).

In this iteration method, different iteration methods can be obtained by giving value to the representations of \( m, p \) and \( t \). The iteration method at the lowest rate of convergence of these iteration methods corresponds to the speed of the AK iteration method known as the fastest three-step iteration method in the literature. Therefore, the new iteration method has an important status in terms of speed.

**Definition 1.** [25] Let \( B \) be a Banach space and \( T, \check{T} : B \to B \) two operators. If

\[ \| T x - \check{T} x \| \leq \varepsilon \]  \hspace{1cm} (8)
for all $x \in B$ and some $\varepsilon > 0$. Then $\tilde{T}$ is an approximate operator of $T$.

**Theorem 1.** [26] Let $B$ be a real Banach space, let $E \subset B$ be a nonempty convex and closed set, and let $\varepsilon > 0$ be a fixed number. If $T : E \to E$ is a contractive operator with the fixed point $a$ and $\tilde{T} : E \to E$ is an operator with a fixed point $b$, and the inequality (8) is hold. Then, we have

$$
\|a - b\| \leq \frac{\varepsilon}{1 - \delta}.
$$

**Definition 2.** [25] Let $\{a_n\}_{n=0}^{\infty}$ and $\{b_n\}_{n=0}^{\infty}$ be two sequences of real numbers which converge to $a$ and $b$, respectively. Also, assume that

$$
\lim_{n \to \infty} \left| \frac{a_n - a}{b_n - b} \right| = l.
$$

In which case

- If $l = 0$, then it is clear that $\{a_n\}_{n=0}^{\infty}$ converges faster to $a$ than $\{b_n\}_{n=0}^{\infty}$ to $b$
- If $0 < l < \infty$, then it is clear that $\{a_n\}_{n=0}^{\infty}$ and $\{b_n\}_{n=0}^{\infty}$ have the same rate of convergence.

**Definition 3.** [25] Let $\{v_n\}_{n=0}^{\infty}$ and $\{u_n\}_{n=0}^{\infty}$ be two fixed point iteration methods both converging to the same fixed point $\rho^*$ with the error estimates $\|v_n - p\| \leq a_n$ and $\|u_n - p\| \leq b_n$, where $\{a_n\}_{n=0}^{\infty}$ and $\{b_n\}_{n=0}^{\infty}$ be two sequences of real numbers converging to 0. If $\{a_n\}_{n=0}^{\infty}$ converges faster than $\{b_n\}_{n=0}^{\infty}$, then $\{v_n\}_{n=0}^{\infty}$ converges faster than $\{u_n\}_{n=0}^{\infty}$ to $\rho^*$.

**Lemma 1.** [26] Let $\{a_n\}$ be a nonnegative sequence for which one supposes there exists $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$.

For $\varepsilon_n \in (0, 1)$ \(\forall n \in \mathbb{N}\), $\sum_{n=1}^{\infty} \varepsilon_n = \infty$ and $b_n \geq 0$, let’s assume that the inequality

$$
a_{n+1} \leq (1 - \varepsilon_n) a_n + \varepsilon_n b_n
$$

is provided. Then

$$
0 \leq \lim_{n \to \infty} \sup a_n \leq \lim_{n \to \infty} \sup b_n.
$$

**Lemma 2.** [20] Let $\{a_n\}_{n=0}^{\infty}$ and $\{b_n\}_{n=0}^{\infty}$ be nonnegative real two sequences satisfying the following inequality:

$$
a_{n+1} \leq (1 - \varepsilon_n) a_n + b_n,
$$

where $\varepsilon_n \in (0, 1)$ for all $n \in \mathbb{N}$, $\sum_{n=0}^{\infty} \varepsilon_n = \infty$ and $\frac{b_n}{a_n} \to 0$ as $n \to \infty$, then $a_n \to 0$ as $n \to \infty$.

2 Convergence Analysis

**Theorem 2.** Let $E$ be a nonempty closed convex subset of a Banach space $B$ and $T : E \to E$ be a contraction mapping. Suppose that $\{\rho_n\}_{n=0}^{\infty}$ is an iterative sequence generated by (7) with $\{\varphi_n\}_{n=0}^{\infty}$, $\{\tau_n\}_{n=0}^{\infty} \subset [0, 1]$ satisfying $\sum_{n=0}^{\infty} \tau_n = \infty$. Then the iterative process $\{\rho_n\}_{n=0}^{\infty}$ converges to a unique fixed point $\rho^*$ of $T$.

**Proof.** Theorem guaranteeing the existence and uniqueness of fixed point $\rho^*$ of contraction mapping is the well-known Banach contraction theorem. Thus, it will be shown that $\lim_{n \to \infty} \rho_n = \rho^*$.
By using the iterative sequence (7) and the contraction mapping (1), we have
\[
\|\rho_{n+1} - \rho^*\| = \left\| \left( \prod_{i=1}^{m} T \right) \left( (1 - \zeta_n) \omega_n + \zeta_n T(\omega_n) \right) - \rho^* \right\|
\]
\[
\leq \delta^m \| (1 - \zeta_n) \omega_n + \zeta_n T(\omega_n) - \rho^* \|
\]
\[
\leq \delta^m (1 - \zeta_n) \| \omega_n - \rho^* \| + \delta^m \zeta_n \| T(\omega_n) - \rho^* \|
\]
\[
\leq \delta^m (1 - \zeta_n (1 - \delta)) \| \omega_n - \rho^* \|
\]
\[
\leq \delta^m (1 - \zeta_n (1 - \delta)) \left( \prod_{j=1}^{p} T \right) \left( (1 - \tau_n) x_n + \tau_n T(\omega_n) \right) - \rho^* \right\|
\]
\[
\leq \delta^{m+p} (1 - \zeta_n (1 - \delta)) \| (1 - \tau_n) x_n + \tau_n T(\omega_n) - \rho^* \|
\]
\[
\leq \delta^{m+p} (1 - \zeta_n (1 - \delta) (1 - \tau_n) \| x_n - \rho^* \| + \delta^{m+p} (1 - \zeta_n (1 - \delta)) \tau_n \| T(\omega_n) - \rho^* \|
\]
\[
\leq \delta^{m+p} (1 - \zeta_n (1 - \delta)) \| (1 - \tau_n (1 - \delta)) \| x_n - \rho^* \|
\]
\[
\leq \delta^{m+p+\tau} (1 - \zeta_n (1 - \delta)) (1 - \tau_n (1 - \delta)) \| \rho_n - \rho^* \|
\]

Hence, we have
\[
\|\rho_{n+1} - \rho^*\| \leq \delta^{m+p+\tau} (1 - \zeta_n (1 - \delta)) (1 - \tau_n (1 - \delta)) \| \rho_n - \rho^* \|
\]

By using induction, we obtain
\[
\|\rho_{n+1} - \rho^*\| \leq \left( \delta^{m+p+\tau} \right)^n \prod_{i=0}^{n} \| (1 - \zeta_n (1 - \delta)) (1 - \tau_n (1 - \delta)) \| \rho_0 - \rho^* \| \quad (9)
\]
\[
\leq \left( \delta^{m+p+\tau} \right)^n \prod_{i=0}^{n} (1 - \tau_n (1 - \delta)) \| \rho_0 - \rho^* \|. \quad (10)
\]

By using the facts that \( 1 - \tau_i (1 - \delta) < 1 \) for \( \delta \in (0, 1) \), \( \tau_i \zeta_i \in [0, 1] \) and \( 1 - x < e^{-x} \) for \( x \in [0, 1] \), we have
\[
\|\rho_{n+1} - \rho^*\| \leq \left( \delta^{m+p+1} \right)^{n+1} e^{(1-\delta)\sum_{i=0}^{n} \tau_i} \| \rho_0 - \rho^* \|. \quad (11)
\]

Taking into account the inequality (11), the following result can be easily reached.

\[
\lim_{n \to \infty} \rho_n = \rho^*.
\]

Consequently, the iterative process (7) converges to a unique fixed point \( \rho^* \) of \( T \).

**Theorem 3.** Let \( E \) be a nonempty closed convex subset of a Banach space \( B \) and \( T : E \to E \) be a contraction mapping. Suppose that \( \{\rho_n\}_{n=0}^{\infty} \) and \( \{m_n\}_{n=0}^{\infty} \) are two iterative sequences, which have the same fixed point \( \rho^* \), defined by (7) and (2), respectively, such that \( \{\zeta_n\}_{n=0}^{\infty}, \{\tau_n\}_{n=0}^{\infty} \subset [0, 1] \) satisfying \( \sum_{i=0}^{\infty} \tau_i \zeta_i = \infty \). In which case, The following statements are verified.

(i) The iterative process \( \{\rho_n\}_{n=0}^{\infty} \) converges to a unique fixed point \( \rho^* \) of \( T \).
(ii) The Mann iterative process \( \{m_n\}_{n=0}^{\infty} \) converges to a unique fixed point \( \rho^* \) of \( T \).

**Proof.** (i) \( \Rightarrow \) (ii) : Let’s assume that the iterative method \( \{\rho_n\}_{n=0}^{\infty} \) converges to a unique fixed point \( \rho^* \) of \( T \). Then, it will be proved that \( \lim_{n \to \infty} m_n = \rho^* \).
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By using iterative processes (7), (2) and the contraction mapping (1), it is obtained

$$\|\rho_{n+1} - m_{n+1}\| = \left\| \left( \prod_{i=1}^{m} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T(\omega_n)) - (1 - \zeta_n) m_n - \zeta_n T m_n \right\|$$

$$\leq \left\| \left( \prod_{i=1}^{m} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T(\omega_n)) - \left( \prod_{i=1}^{m-1} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T(\omega_n)) \right\|$$

$$+ \left( \prod_{i=1}^{m-1} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T(\omega_n)) - (1 - \zeta_n) m_n - \zeta_n T m_n$$

$$\leq \delta^{m-1} \left\| (1 - \zeta_n) T(\omega_n) - \omega_n \right\| + \left\| T ((1 - \zeta_n) \omega_n + \zeta_n T(\omega_n)) - T(\omega_n) \right\|$$

$$+ \left( \prod_{i=1}^{m-1} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T(\omega_n)) - (1 - \zeta_n) m_n - \zeta_n T m_n$$

$$\leq \delta^{m-1} (1 - \zeta_n (1 - \delta)) \|T(\omega_n) - \omega_n\| + \left( \prod_{i=1}^{m-1} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T(\omega_n)) - (1 - \zeta_n) m_n - \zeta_n T m_n$$

$$\vdots$$

$$\leq \left( \delta^{m-1} + \delta^{m-2} + \delta^{m-3} + \ldots + \delta^2 + \delta \right) (1 - \zeta_n (1 - \delta)) \|T(\omega_n) - \omega_n\|$$

$$+ \left( \prod_{i=1}^{m-1} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T(\omega_n)) - (1 - \zeta_n) m_n - \zeta_n T m_n$$

$$\leq \left( \delta^{m-1} + \delta^{m-2} + \delta^{m-3} + \ldots + \delta^2 + \delta \right) (1 - \zeta_n (1 - \delta)) \|T(\omega_n) - \omega_n\|$$

$$+ \left( \prod_{i=1}^{m-1} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T(\omega_n)) - (1 - \zeta_n) m_n - \zeta_n T m_n$$

We have:

$$\|\kappa_n - m_n\| \leq \left\| \left( \prod_{k=1}^{l} T(\rho_n) - \prod_{k=1}^{l-1} T(\rho_n) \right) \right\|$$

$$\leq \left\| \left( \prod_{k=1}^{l} T(\rho_n) - \prod_{k=1}^{l-1} T(\rho_n) \right) \right\| + \left( \prod_{k=1}^{l} T(\rho_n) - m_n \right)$$

Again, from iterative processes (7), (2) and the contraction mapping (1) we have

$$\|\kappa_n - m_n\| \leq \left\| \left( \prod_{i=1}^{m} T(\rho_n) - \prod_{i=1}^{m-1} T(\rho_n) \right) \right\| + \left( \prod_{i=1}^{m} T(\rho_n) - m_n \right)$$
 Similarly, we have
\[
\leq \delta^{i-1} \| T(p_n) - p_n \| + \left\| \prod_{k=1}^{i-1} T(p_n) - \prod_{k=1}^{i-2} T(p_n) + \prod_{k=1}^{i-2} T(p_n) - m_n \right\|
\]
\[
\leq \delta^{i-1} \| T(p_n) - p_n \| + \left\| \prod_{k=1}^{i-1} T(p_n) - \prod_{k=1}^{i-2} T(p_n) \right\| + \prod_{k=1}^{i-2} T(p_n) - m_n \right\|
\]
\[
\leq \delta^{i-1} \| T(p_n) - p_n \| + \delta^{i-2} \| T(p_n) - p_n \| + \prod_{k=1}^{i-2} T(p_n) - m_n \right\|
\]
\[
\vdots
\]
\[
\leq \delta^{i-1} \| T(p_n) - p_n \| + \delta^{i-2} \| T(p_n) - p_n \| + \delta^{i-3} \| T(p_n) - p_n \|
\]
\[
\leq \delta^{i-1} + \delta^{i-2} + \delta^{i-3} + \cdots + \delta + 1 \| T(p_n) - p_n \| + \| p_n - m_n \|.
\]

Similarly
\[
\left\| \omega_n - m_n \right\| = \left\| \left( \prod_{j=1}^{p} T \right) \left( (1 - \tau_n) \varsigma_n + \tau_n T(\varsigma_n) \right) - m_n \right\|
\]
\[
\leq \left\| \left( \prod_{j=1}^{p} T \right) \left( (1 - \tau_n) \varsigma_n + \tau_n T(\varsigma_n) \right) \right\| + \left\| \left( \prod_{j=1}^{p-1} T \right) \left( (1 - \tau_n) \varsigma_n + \tau_n T(\varsigma_n) \right) - m_n \right\|
\]
\[
\leq \delta^{p-1} + \delta^{p-2} \| (1 - \tau_n (1 - \delta)) \| T \varsigma_n - \varsigma_n \| + \left\| \left( \prod_{j=1}^{p-2} T \right) \left( (1 - \tau_n) \varsigma_n + \tau_n T(\varsigma_n) \right) - m_n \right\|
\]
\[
\leq \delta^{p-1} + \delta^{p-2} + \delta^{p-3} \| (1 - \tau_n (1 - \delta)) \| T \varsigma_n - \varsigma_n \| + \left\| \left( \prod_{j=1}^{p-3} T \right) \left( (1 - \tau_n) \varsigma_n + \tau_n T(\varsigma_n) \right) - m_n \right\|
\]
\[
\vdots
\]
\[
\leq \delta^{p-1} + \delta^{p-2} + \delta^{p-3} + \cdots + \delta \| (1 - \tau_n (1 - \delta)) \| T \varsigma_n - \varsigma_n \| + \left\| \left( \prod_{j=1}^{p-3} T \right) \left( (1 - \tau_n) \varsigma_n + \tau_n T(\varsigma_n) \right) - m_n \right\|
\]
\[
\leq \delta^{p-1} + \delta^{p-2} + \delta^{p-3} \| (1 - \tau_n (1 - \delta)) \| (1 - \tau_n (1 - \delta)) + (\delta \tau_n + 1) \| T \varsigma_n - \varsigma_n \| + \| \varsigma_n - m_n \|.
\]

Substituting the inequality (13) in the inequality (14) we obtain
\[
\| \omega_n - m_n \| \leq \left[ \left( \delta^{p-1} + \delta^{p-2} + \delta^{p-3} + \cdots + \delta \right) (1 - \tau_n (1 - \delta)) + (\delta \tau_n + 1) \right] \| T \varsigma_n - \varsigma_n \|
\]
\[
+ (\delta^{i-1} + \delta^{i-2} + \delta^{i-3} + \cdots + \delta + 1) \| T (p_n) - p_n \| + \| p_n - m_n \|.
\]  

Furthermore, if we write inequalities (15) under the inequality (12), then we have
\[
\| p_{n+1} - m_{n+1} \| \leq (1 - \varsigma_n (1 - \delta)) \| p_n - m_n \|
\]
\[
+ \left( \delta^{m-1} + \delta^{m-2} + \delta^{m-3} + \cdots + \delta^2 + \delta + 1 \right) (1 - \varsigma_n (1 - \delta)) \| T \omega_n - \omega_n \|
\]
\[
+ (1 - \varsigma_n (1 - \delta)) \left[ \left( \delta^{p-1} + \delta^{p-2} + \delta^{p-3} + \cdots + \delta \right) (1 - \tau_n (1 - \delta)) + (\delta \tau_n + 1) \right] \| T \varsigma_n - \varsigma_n \|
\]
\[
+ (\delta^{i-1} + \delta^{i-2} + \delta^{i-3} + \cdots + \delta + 1) \| T (p_n) - p_n \|.
\]  

Since \( \{ \varsigma_n \}_{n=0}^\infty, \{ \tau_n \}_{n=0}^\infty \subset [0, 1] \), we have
\[
(1 - \varsigma_n (1 - \delta)) < 1.
\]
If the notations in Lemma 2 are defined as follows:

\[ e_n = \zeta_n (1 - \delta) \]
\[ a_n = \| \rho_n - m_n \| \]

and

\[ b_n = \left( \delta^{m-1} + \delta^{m-2} + \delta^{m-3} + \ldots + \delta^2 + \delta + 1 \right) (1 - \zeta_n (1 - \delta)) \| T \omega_n - \omega_n \| \]
\[ + (1 - \zeta_n (1 - \delta)) \left[ \left( \delta^{p-1} + \delta^{p-2} + \delta^{p-3} + \ldots + \delta \right) (1 - r_n (1 - \delta)) + (\delta r_n + 1) \right] \| T \alpha_n - \alpha_n \| \]

Owing to the facts that \( \lim_{n \to \infty} \rho_n = \rho^* \) and \( T \rho^* = \rho^* \), we also obtain

\[ \lim_{n \to \infty} \| T \alpha_n - \alpha_n \| = \lim_{n \to \infty} \| T \omega_n - \omega_n \| = \lim_{n \to \infty} \| T (\rho_n) - \rho_n \| = 0. \]

Then, it yields \( \lim_{n \to \infty} b_n = 0 \) as \( n \to \infty \). Since all the conditions provided, Lemma 2 is applicable. Thus, we get

\[ \lim_{n \to \infty} \| \rho_n - m_n \| = 0. \tag{17} \]

If triangular inequality is applied to \( \| m_n - \rho^* \| \), then we have

\[ \| m_n - \rho^* \| = \| m_n - \rho_n + \rho_n - \rho^* \| \leq \| m_n - \rho_n \| + \| \rho_n - \rho^* \| \to 0 \text{ as } n \to \infty. \]

Hence, it is concluded from (17) that \( \lim_{n \to \infty} \| m_n - \rho^* \| = 0 \). That is, the Mann iterative process (2) converges to the fixed point \( \rho^* \) of \( T \).

\((ii) \Rightarrow (i):\) Let \( m_n \to \rho^* \) as \( n \to \infty \). Then, will be proved that the iterative process \{ \( \zeta_n \) \}_n=0 \text{ is convergence to } \rho^*.

By using iterative processes (7), (2) and the contraction argument (1) we have

\[ \| m_{n+1} - \rho_{n+1} \| = \| (1 - \zeta_n) m_n + \zeta_n T m_n - \left( \prod_{i=1}^{m} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T (\omega_n)) \| \]
\[ \leq (1 - \zeta_n) \| m_n - \left( \prod_{i=1}^{m} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T (\omega_n)) \| + \zeta_n \| T m_n - \left( \prod_{i=1}^{m} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T (\omega_n)) \| \]
\[ \leq (1 - \zeta_n) \| m_n - \left( \prod_{i=1}^{m} T \right) m_n \| + (1 - \zeta_n) \| \left( \prod_{i=1}^{m-1} T m_n - \left( \prod_{i=1}^{m} T \right) ((1 - \zeta_n) \omega_n + \zeta_n T (\omega_n)) \| + \zeta_n \| m_n - \left( \prod_{i=1}^{m} T m_n \| \right) \]
\[ \leq (1 - \zeta_n) \| m_n - \left( \prod_{i=1}^{m-1} T m_n \| + \| m_n - \left( \prod_{i=1}^{m} T m_n \| \right) + \zeta_n \| m_n - \left( \prod_{i=1}^{m} T m_n \| \right) \]
\[ + \delta^m (1 - \zeta_n) \| m_n - \omega_n \| + \zeta_n \| m_n - T \omega_n \| \]
Similarly, we obtain
\[
\|m_n - \omega_n\| = \left\|m_n - \sum_{j=1}^{p} Tm_n + \sum_{j=1}^{p} Tm_n - \left(\prod_{j=1}^{p} T\right) ((1 - \tau_n) \varphi_n + \tau_n T(\varphi_n)) \right\|
\]
\[
\leq \left\|m_n - \sum_{j=1}^{p} Tm_n\right\| + \left\|\sum_{j=1}^{p} Tm_n - \left(\prod_{j=1}^{p} T\right) ((1 - \tau_n) \varphi_n + \tau_n T(\varphi_n)) \right\|
\]
\[
\leq \left(\tau_n \delta^p + \delta^{p-1} + \delta^{p-2} + \cdots + \delta\right) \|m_n - Tm_n\| + \delta^p (1 - \tau_n (1 - \delta)) \|m_n - \varphi_n\|. \tag{19}
\]

Similarly, we obtain
\[
\|m_n - \varphi_n\| = \left\|m_n - \prod_{k=1}^{t} Tm_n + \prod_{k=1}^{t} Tm_n - \prod_{k=1}^{t} T(\rho_n) \right\|
\]
\[
\leq \left\|m_n - \prod_{k=1}^{t} Tm_n\right\| + \left\|\prod_{k=1}^{t} Tm_n - \prod_{k=1}^{t} T(\rho_n) \right\|
\]
\[
\leq \left(\delta^{p-1} + \delta^{p-2} + \cdots + \delta\right) \|m_n - Tm_n\| + \delta^p \|m_n - \rho_n\|. \tag{20}
\]

Furthermore, if we write inequalities (20) and (19) under the inequality (18), then we have
\[
\|m_{n+1} - \rho_{n+1}\| \leq \left(\delta^m + \delta^{m-1} + \delta^{m-2} + \cdots + \delta + (1 - \varphi_n (1 - \delta))\right) \|m_n - Tm_n\| + \delta^m (1 - \varphi_n (1 - \delta))
\]
\[
\times \left[\left(\tau_n \delta^p + \delta^{p-1} + \delta^{p-2} + \cdots + \delta\right) \|m_n - Tm_n\|\right] + \delta^{m+p} (1 - \varphi_n (1 - \delta))
\]
\[
\times \left(1 - \tau_n (1 - \delta)\right) \left[\left(\delta^{p-1} + \delta^{p-2} + \cdots + \delta\right) \|m_n - Tm_n\|\right]
\]
\[
+ \delta^{m+p+1} (1 - \varphi_n (1 - \delta)) (1 - \tau_n (1 - \delta)) \|m_n - \rho_n\|
\]
or
\[
\|m_{n+1} - \rho_{n+1}\| \leq \delta^{m+p+1} (1 - \varphi_n (1 - \delta)) (1 - \tau_n (1 - \delta)) \|m_n - \rho_n\|
\]
\[
\times \delta^m + \delta^{m-1} + \delta^{m-2} + \cdots + \delta + (1 - \varphi_n (1 - \delta))
\]
\[
+ \delta^m (1 - \varphi_n (1 - \delta)) \times \left(\tau_n \delta^p + \delta^{p-1} + \delta^{p-2} + \cdots + \delta\right)
\]
\[
+ \delta^{m+p} (1 - \varphi_n (1 - \delta)) (1 - \tau_n (1 - \delta)) \times \left(\delta^{p-1} + \delta^{p-2} + \cdots + \delta\right) \|m_n - Tm_n\|. \tag{20}
\]

If the notations in the Lemma 2 are defined as follows:
\[
\varepsilon_n = \varphi_n (1 - \delta)
\]
\[
\alpha_n = \|m_n - \rho_n\|
\]
and
\[
b_n = \left(\delta^m + \delta^{m-1} + \delta^{m-2} + \cdots + \delta + (1 - \varphi_n (1 - \delta))
\]
\[
+ \delta^m (1 - \varphi_n (1 - \delta)) \times \left(\tau_n \delta^p + \delta^{p-1} + \delta^{p-2} + \cdots + \delta\right)
\]
\[
+ \delta^{m+p} (1 - \varphi_n (1 - \delta)) (1 - \tau_n (1 - \delta)) \times \left(\delta^{p-1} + \delta^{p-2} + \cdots + \delta\right) \|m_n - Tm_n\|
\]
Due to the facts that $\lim_{n \to \infty} m_n = \rho^*$ and $T \rho^* = \rho^*$, we also obtain

$$\lim_{n \to \infty} \| Tm_n - m_n \| = 0.$$ 

Then, it yields $\lim_{n \to \infty} \frac{m_n}{m_{n+1}} = 0$ as $n \to \infty$. Since all the conditions of Lemma 2 provided, Lemma 2 is applicable. Thus, we get

$$\lim_{n \to \infty} \| m_n - \rho_n \| = 0. \quad (21)$$

If triangular inequality is applied to $\| \rho_n - \rho^* \|$, then we have

$$\| \rho_n - \rho^* \| = \| \rho_n - m_n + m_n - \rho^* \| 
\leq \| \rho_n - m_n \| + \| m_n - \rho^* \| \to 0 \quad (22)$$

Hence, it is concluded from (22) that $\lim_{n \to \infty} \| \rho_n - \rho^* \| = 0$. That is, the iterative process (7) converges to the fixed point $\rho^*$ of $T$.

**Corollary 1.** Let $B$ be a Banach space, $E$ be a nonempty, closed, convex subset of $B$ and $T : E \to E$ be a contraction mapping satisfying condition (1) with a fixed point $\rho^*$. If the initial point is the same for all iterations, then the following assertions are require each other:

1. S-Picard iterative process (3) converges to the fixed point $\rho^*$ of $T$,
2. Vatan two-steps iterative process (4) converges to the fixed point $\rho^*$ of $T$,
3. Ishikawa iterative process (5) converges to the fixed point $\rho^*$ of $T$,
4. S* iterative process [17] converges to the fixed point $\rho^*$ of $T$,
5. Mann iterative process (2) converges to the fixed point $\rho^*$ of $T$,
6. Noor iterative process (6) converges to the fixed point $\rho^*$ of $T$,
7. Picard-Mann iterative process [16] converges to the fixed point $\rho^*$ of $T$,
8. Picard-S iterative process [18] converges to the fixed point $\rho^*$ of $T$.

**Theorem 4.** Let $E$ be a nonempty closed convex subset of a Banach space $B$ and $T : E \to E$ be a contraction mapping. Suppose that $\{k_n\}_{n=0}^{\infty}$ (7), $\{v_n\}_{n=0}^{\infty}$ (3), $\{v_n\}_{n=0}^{\infty}$ (4), $\{u_n\}_{n=0}^{\infty}$ (5) and $\{x_n\}_{n=0}^{\infty}$ (6) are five iterative sequences having the same fixed point $\rho^*$ and initial condition such that $\{\xi_n\}_{n=0}^{\infty}$, $\{\tau_n\}_{n=0}^{\infty} \subset [0, 1]$ satisfying $\sum_{n=0}^{\infty} \tau_n \xi_n = \infty$, $0 < \tau \leq \tau_n < 1$ and $0 < \xi \leq \xi_n < 1$, for all $n \in \mathbb{N}$. In which case, the iterative sequence $\{k_n\}_{n=0}^{\infty}$ (7) converges faster than the all of $\{k_n\}_{n=0}^{\infty}$ (3), $\{v_n\}_{n=0}^{\infty}$ (4), $\{u_n\}_{n=0}^{\infty}$ (5) and $\{x_n\}_{n=0}^{\infty}$ (6) iterative processes, respectively.

**Proof.** From the definition of the iteration process (7), we have

$$\| \rho_{n+1} - \rho^* \| \leq (\delta^{m+p+r} \prod_{i=0}^{n} (1 - \tau_i (1 - \delta))) \| \rho_0 - \rho^* \|.$$ 

From iterative method (6) which is converges to unique fixed point $\rho^*$ (see [24], Theorem 2), we have

$$\| x_{n+1} - \rho^* \| \leq \delta^{3(n+1)} \prod_{i=0}^{n} (1 - \tau_i (1 - \delta)) \| \rho_0 - \rho^* \|.$$
Taking into account the facts that $\tau \leq \tau_n < 1$ and $\zeta \leq \zeta_n < 1$, we get

$$
\|\rho_{n+1} - \rho^*\| \leq (\delta^{m+p+l})^{n+1} \prod_{i=0}^{n} (1 - \tau (1 - \delta)) \|\rho_0 - \rho^*\|
$$

and

$$
\|x_{n+1} - \rho^*\| \leq \delta^{3(n+1)} \prod_{i=0}^{n} (1 - \tau (1 - \delta)) \|x_0 - \rho^*\|
$$

Define

$$
a_n = (\delta^{m+p+l})^{n+1} [(1 - \tau (1 - \delta))]^{(n+1)} \|\rho_0 - \rho^*\|
$$

and

$$
b_n = \delta^{3(n+1)} [1 - \tau (1 - \delta)]^{(n+1)} \|x_0 - \rho^*\|
$$

then

$$
\Phi_n = \frac{a_n}{b_n} = \frac{(\delta^{m+p+l})^{n+1} [(1 - \tau (1 - \delta))]^{(n+1)} \|\rho_0 - \rho^*\|}{\delta^{3(n+1)} [1 - \tau (1 - \delta)]^{(n+1)} \|x_0 - \rho^*\|} = (\delta^{m+p+l-3})^{(n+1)}. \tag{23}
$$

By using the ratio test, we have

$$
\lim_{n \to \infty} \frac{\Phi_{n+1}}{\Phi_n} = \lim_{n \to \infty} \frac{(\delta^{m+p+l-3})^{(n+2)}}{(\delta^{m+p+l-3})^{(n+1)}} = \delta^{m+p+l-3} < 1,
$$

which implies that $\sum_{n=0}^{\infty} \Phi_n < \infty$. Then, we have

$$
\lim_{n \to \infty} \frac{\|\rho_{n+1} - \rho^*\|}{\|x_{n+1} - \rho^*\|} = \lim_{n \to \infty} \frac{a_n}{b_n} = \lim_{n \to \infty} \Phi_n = 0,
$$

it yields that the iterative scheme $\{\rho_n\}_{n=0}^{\infty}$ is faster than the iterative scheme $\{x_n\}_{n=0}^{\infty}$. Since the iterative scheme $\{x_n\}_{n=0}^{\infty}$ converges faster than the iterative processes $\{k_n\}_{n=0}^{\infty}$, $\{v_n\}_{n=0}^{\infty}$, and $\{u_n\}_{n=0}^{\infty}$, the new iterative method $\{\rho_n\}_{n=0}^{\infty}$ is even faster than them. Moreover, for $m, p, t = 1$, the new iterative method $\{\rho_n\}_{n=0}^{\infty}$ reduces to

$$
\begin{align*}
\rho_0 &\in C \text{ initial condition} \\
\delta_{n+1} &= T ((1 - \zeta_n) x_n + \zeta_n T (x_n)) \\
r_n &= T ((1 - \tau_n) x_n + \tau_n T (x_n)) \\
\zeta_n &= T (\delta_n), \text{ for all } n \in \mathbb{N}.
\end{align*} \tag{24}
$$

Hence, we also get

$$
\|s_{n+1} - \rho^*\| \leq (\delta^{1+1+1})^{n+1} \prod_{i=0}^{n} (1 - \tau (1 - \delta)) \|\rho_0 - \rho^*\| = (\delta^3)^{n+1} \prod_{i=0}^{n} (1 - \tau (1 - \delta)) \|\rho_0 - \rho^*\|.
$$

If the processes are repeated under conditions mentioned above, it is easy to see that the iterative schemes (24) and (6) converge to the operator’s fixed point with equal convergence speed.
Now, we will show that the correctness of the rate of convergence by some examples.

**Example 1.** For initial point $x_0 = 0.5$, we consider the non-linear equation $f(x) = x^3 + 4x^2 - 10 = 0$. If this equation is written in the form of fixed point method, then we have $Tx = (10/(4 + x))^{1/2}$. The numerical solution of this equation is $1.365230013414100$ for fifteen decimal. The following table and graphs show the correctness of the solution.

**Fig. 1:** The convergence rate comparison of fixed point iteration methods AK, NI $(m, p, t = 1)$, S-Picard, Thakur and Vatan two-steps for the solution of $f(x) = x^3 + 4x^2 - 10 = 0$ nonlinear equation.

**Fig. 2:** The derivative comparison of fixed point iteration methods AK, NI $(m, p, t = 1)$, S-Picard, Thakur and Vatan two-steps for the solution of $f(x) = x^3 + 4x^2 - 10 = 0$ nonlinear equation.

**Table 1:** Comparison of fixed point iteration methods for the solution of the nonlinear equation given in Example 1

<table>
<thead>
<tr>
<th>Iteration</th>
<th>AK</th>
<th>NI $m, p, t = 1$</th>
<th>S-Picard</th>
<th>Thakur</th>
<th>Vatan two steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_0$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$x_1$</td>
<td>1.3652...8700</td>
<td>1.3652...7280</td>
<td>1.3606...9320</td>
<td>1.3641...5350</td>
<td>1.3652...4140</td>
</tr>
<tr>
<td>$x_2$</td>
<td>1.3652...4640</td>
<td>1.3652...4640</td>
<td>1.3652...8780</td>
<td>1.3652...502920</td>
<td>1.3652...7650</td>
</tr>
<tr>
<td>$x_3$</td>
<td>1.3652...4100</td>
<td>1.3652...4100</td>
<td>1.3652...6050</td>
<td>1.3652...310</td>
<td>1.3652...4200</td>
</tr>
<tr>
<td>$x_4$</td>
<td>1.3652...4100</td>
<td>1.3652...4100</td>
<td>1.3652...7600</td>
<td>1.3652...290</td>
<td>1.3652...4100</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$x_6$</td>
<td>1.3652...4100</td>
<td>1.3652...4100</td>
<td>1.3652...4090</td>
<td>1.3652...4100</td>
<td>1.3652...4100</td>
</tr>
<tr>
<td>$x_7$</td>
<td>1.3652...4100</td>
<td>1.3652...4100</td>
<td>1.3652...4100</td>
<td>1.3652...4100</td>
<td>1.3652...4100</td>
</tr>
</tbody>
</table>

**Example 2.** For initial point $x_0 = 0.1$, we consider the non-linear equation $f(x) = x^3 + 5x - 5 = 0$. If this equation is written in the form of fixed point method, then we have $Tx = (5 - x^3)/5$. The numerical solution of this equation is $0.866830020341475$ for fifteen decimal. The following table and graphs show the correctness of the solution.

**Theorem 5.** Let $E$ be a nonempty closed convex subset of a Banach space $B$ and $T, \tilde{T} : E \to E$ be two contraction mappings such that $\tilde{T}$ is an approximate operator of $T$. Suppose that $\{\rho_n\}_{n=0}^\infty$ and $\{\tilde{\rho}_n\}_{n=0}^\infty$ are two iterative sequences,
Fig. 3: The convergence rate comparison of fixed point iteration methods AK, NI (m, p, t = 1), S-Picard, Thakur and Vatan two-steps for the solution of \( f(x) = x^3 + 5x - 5 = 0 \) nonlinear equation.

Fig. 4: The derivative comparison of fixed point iteration methods AK, NI (m, p, t = 1), S-Picard, Thakur and Vatan two-steps for the solution of \( f(x) = x^3 + 4x^2 - 10 = 0 \) nonlinear equation.

Table 2: Comparison of fixed point iteration methods for the solution of the nonlinear equation given in Example 1

<table>
<thead>
<tr>
<th>Iteration</th>
<th>AK</th>
<th>NI (m,p,t=1)</th>
<th>S-Picard</th>
<th>Thakur</th>
<th>Vatan two steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_0 )</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>( x_1 )</td>
<td>0.8738...3874</td>
<td>0.8680...6244</td>
<td>0.8271...4353</td>
<td>0.8176...9455</td>
<td>0.8575...7045</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>0.8688...1393</td>
<td>0.8688...1475</td>
<td>0.8688...9513</td>
<td>0.8688...4038</td>
<td>0.8688...1818</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>0.8688...1475</td>
<td>0.8688...1475</td>
<td>0.8688...9117</td>
<td>0.8688...8736</td>
<td>0.8688...1327</td>
</tr>
<tr>
<td>( x_8 )</td>
<td>0.8688...1475</td>
<td>0.8688...1475</td>
<td>0.8688...6972</td>
<td>0.8688...8355</td>
<td>0.8688...1475</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>( x_{15} )</td>
<td>0.8688...1475</td>
<td>0.8688...1475</td>
<td>0.8688...6972</td>
<td>0.8688...1475</td>
<td>0.8688...1475</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
</tr>
<tr>
<td>( x_{19} )</td>
<td>0.8688...1475</td>
<td>0.8688...1475</td>
<td>0.8688...1475</td>
<td>0.8688...1475</td>
<td>0.8688...1475</td>
</tr>
</tbody>
</table>

which have the fixed points \( \rho^* \) and \( \hat{\rho}^* \), defined by (7) and (25), respectively, such that \( \{\varphi_0\}_{n=0}^{\infty} \{\tau_n\}_{n=0}^{\infty} \subset [0, 1] \) and \( \varphi_0 \geq 1/2 \) satisfying \( \sum_{n=0}^{\infty} \varphi_n = \infty \),

\[
\begin{align*}
\hat{\rho}_0 & \in C \text{ initial condition} \\
\hat{\rho}_{n+1} & = \left( \prod_{i=1}^{m} T_i \right) \left( \left( 1 - \varphi_n \right) \hat{\omega}_n + \varphi_n \hat{\omega}_n \left( \hat{\omega}_n \right) \right) \\
\hat{\omega}_n & = \left( \prod_{j=1}^{p} T_j \right) \left( \left( 1 - \tau_n \right) \hat{\kappa}_n + \tau_n \hat{\kappa}_n \left( \hat{\kappa}_n \right) \right) \\
\hat{\kappa}_n & = \left( \prod_{k=1}^{t} T_k \right) \left( \hat{\rho}_n \right), \text{ for all } n \in \mathbb{N}.
\end{align*}
\]
In which case, the following claim holds:

\[ \| \rho^* - \tilde{\rho}^* \| \leq \frac{6 \varepsilon}{1 - \delta} \]

where \( \varepsilon \) is a constant in the positive real numbers.

**Proof.** By using (7) and (25) iterative processes, we have

\[
\begin{align*}
\| \omega_n - \hat{\omega}_n \| &= \left\| \prod_{j=1}^n (1 - \tau_j) \omega_n + \tau_n T (\omega_n) \right\| - \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| \\
&\leq \left\| \prod_{j=1}^n (1 - \tau_j) \omega_n + \tau_n T (\omega_n) \right\| - \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| \\
&+ \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| - \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| \\
&\leq \delta^p \| \rho_n - \hat{\rho}_n \| + \varepsilon.
\end{align*}
\]

(26)

Considering the inequality (26), we obtain

\[
\begin{align*}
\| \rho_n + \hat{\rho}_n \| &= \left\| \prod_{j=1}^n (1 - \tau_j) \omega_n + \tau_n T (\omega_n) \right\| - \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| \\
&\leq \left\| \prod_{j=1}^n (1 - \tau_j) \omega_n + \tau_n T (\omega_n) \right\| - \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| \\
&+ \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| - \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| \\
&\leq \delta^p \| \rho_n + \hat{\rho}_n \| + \varepsilon.
\end{align*}
\]

(27)

Similarly, using the inequality (27), we obtain

\[
\begin{align*}
\| \rho_{n+1} + \hat{\rho}_{n+1} \| &= \left\| \prod_{j=1}^n (1 - \tau_j) \omega_n + \tau_n T (\omega_n) \right\| - \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| \\
&\leq \left\| \prod_{j=1}^n (1 - \tau_j) \omega_n + \tau_n T (\omega_n) \right\| - \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| \\
&+ \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| - \left\| \prod_{j=1}^n (1 - \tau_j) \hat{\omega}_n + \tau_n \hat{T} (\hat{\omega}_n) \right\| \\
&\leq \delta^m \| \rho_n + \hat{\rho}_n \| + \varepsilon.
\end{align*}
\]
+ \delta^m (1 - \varsigma_n (1 - \delta)) (\delta^m [(1 - \tau_n (1 - \delta)) + \tau_n] + 1) \varepsilon + \delta^m \varsigma_n \varepsilon + \varepsilon
\leq \delta^{m+p+1} (1 - \varsigma_n (1 - \delta)) (1 - \tau_n (1 - \delta)) \| \rho_n - \hat{\rho}_n \| + 6 \varsigma_n (1 - \delta) \frac{\varepsilon}{(1 - \delta)}.

Since \( \{ \varsigma_n \}_{n=0}^{\infty}, \{ \tau_n \}_{n=0}^{\infty} \subset [0, 1] \) and \( \varsigma_n \geq \frac{1}{2} \), we have
\( (1 - \varsigma_n (1 - \delta)) < 1 \)
and
\[ \delta^m (1 - \varsigma_n (1 - \delta)) (\delta^m [(1 - \tau_n (1 - \delta)) + \tau_n] + 1) \varepsilon + \delta^m \varsigma_n \varepsilon + \varepsilon \leq 6 \varsigma_n (1 - \delta) \frac{\varepsilon}{(1 - \delta)}. \]

Hence, we obtain
\[
\| \rho_{n+1} - \hat{\rho}_{n+1} \| \leq \delta^{m+p+1} (1 - \varsigma_n (1 - \delta)) (1 - \tau_n (1 - \delta)) \| \rho_n - \hat{\rho}_n \| + 6 \varsigma_n (1 - \delta) \frac{\varepsilon}{(1 - \delta)} \tag{28}
\]
\[
\leq (1 - \varsigma_n (1 - \delta)) \| \rho_n - \hat{\rho}_n \| + \varsigma_n (1 - \delta) \frac{6\varepsilon}{(1 - \delta)}.
\]

Define
\[ a_n = \| \rho_n - \hat{\rho}_n \|, \]
\[ \varepsilon_n = \varsigma_n (1 - \delta) \]
and
\[ b_n = \frac{6\varepsilon}{(1 - \delta)}. \]

By Lemma 2 together with the inequality (28), we get
\[ 0 \leq \lim_{n \to \infty} \| \rho_n - \hat{\rho}_n \| \leq \lim_{n \to \infty} \frac{6\varepsilon}{(1 - \delta)}. \]

From Theorem 2, we have \( \lim_{n \to \infty} \rho_n = \rho^* \) and \( \lim_{n \to \infty} \hat{\rho}_n = \hat{\rho}^* \). This implies that
\[ \| \rho^* - \hat{\rho}^* \| \leq \frac{6\varepsilon}{(1 - \delta)}. \]
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