Some characterizations of dual vector fields
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Abstract: The set of the dual vectors which are introduced by $A = a + \varepsilon a^*$, $\varepsilon^2 = 0$ called as dual vector field. In our paper, we introduce the directional derivative of the dual vector fields and investigate some properties of them. Then we give a numeric example of the dual vector field aided by E. Study theorem.
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1 Introduction

Dual number was first introduced by W.K. Clifford in 1873, [1]. If $a$ and $a^*$ are real numbers then the combination, $A = a + \varepsilon a^*$ called a dual number and the symbol $\varepsilon$ denotes the dual unit with the property that $\varepsilon^2 = 0$. Application of this were studied by A.P. Kotelnikov in 1895, [1]. Then, E. Study used the dual numbers and dual vectors in his research on the geometry of lines and kinematics and defined the mapping which is called with his name: There is one to one correspondence between an oriented straight line in Euclidean 3-space and a dual point on surface of a dual unit sphere in dual space, [2,3]. Dual vectors in instantaneous spatial kinematics were studied by G.R. Veldkamp, in 1976, [4]. Covariant derivative of a dual vector field in the direction another dual vector field was accomplished the dual space in the reference [5]. Dual vector algebra provides a convenient tool for handling mathematical entities such as screw, [6].

The aim of this paper is to completely define a directional derivative on n dimensional dual space. So our intention is to apply several new concepts on dual space defined in differential geometry [7,8].

2 Preliminaries

A dual number is an expression of the form $A = a + \varepsilon a^*$, where $a$ and $a^*$ are real numbers and the dual unit $\varepsilon$ satisfied the condition $\varepsilon^2 = 0, \varepsilon \neq 0$. We denote the set of dual numbers by

$$D = \{ A | A = a + \varepsilon a^*, a, a^* \in \mathbb{R} \}.$$  

The addition and multiplication of dual numbers are

$$A + B = (a + b) + \varepsilon(a^* + b^*)$$
$$A.B = (a.b) + \varepsilon(a.b^* + b.a^*)$$
$$\lambda A = \lambda a + \varepsilon\lambda a^*.$$  
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The set $D$ of dual numbers with the above operations is a commutative ring. The elements of the set

$$D^n = \{A | A = a + \varepsilon a^*, a, a^* \in \mathbb{R}^n\}$$

are called $n$-dimensional dual vectors on the $n$-dimensional dual space. An $n$-dimensional dual vector $A$ maybe expressed in the form $A = a + \varepsilon a^* = (a, a^*)$ where $a = (a_1, a_2, \ldots, a_n)$ and $a^* = (b_1, b_2, \ldots, b_n)$ are vectors of $\mathbb{R}^n$.

**Theorem 1.** Let $A, B \in D^n$ be the $n$-dimensional dual vectors. The addition of two dual vectors are

$$A + B = (a + b) + \varepsilon(a^* + b^*)$$

**Theorem 2.** When $A, B \in D^n$ are $n$-dimensional dual vectors, inner product of $A, B$ dual vectors are computed with the following formula :

$$<A, B> = <\vec{a}, \vec{b}> + \varepsilon (<\vec{a} \cdot \vec{b} > + <\vec{a} \cdot \vec{b}^*> )$$

**Theorem 3.** $A = a + \varepsilon a^* \in D^n$ the norm of a dual vector is computed with:

$$||A||^2 = ||a||^2 + 2\varepsilon <a, a^*>$$

**Definition 1.** If $\nabla f \in T^R_E$ and $f \in C(E^n, R)$; the derivative of the $f$ function in the direction vector $\nabla p$ is defined with:

$$v_p[f] = <v, \nabla f> p > .$$

### 3 Main results

**Theorem 4.** $D^n$ space is an affine space,

$$F : D^n \times D^n \longrightarrow V$$

$$(P, Q) \longrightarrow F(P, Q) = PQ$$

(A1) For $\forall P, Q, R \in D^n, F(P, Q) + F(Q, R) = F(P, R)$

(A2) For $\forall P \in D^n, \forall A \in D^n, PQ = A$ there is the $\exists Q \in D^n$

properties are observed.

**Proof.** $\forall P = p + \varepsilon p^*, Q = q + \varepsilon q^*$ and $R = r + \varepsilon r^* \in D^n$ here for $p, q, r, p^*, q^*, r^* \in \mathbb{R}^n$ and $A = a + \varepsilon a^* \in D$ dual vector, $a, a^* \in \mathbb{R}^n$.

(A1) Let us show that the first of one of the affine axioms is obtained:

$$F(P, Q) = PQ = Q - P = (q + \varepsilon q^*) - (p + \varepsilon p^*)$$

$$= (q - p) + \varepsilon(q^* - p^*)$$

$$F(Q, R) = QR = R - Q = (r + \varepsilon r^*) - (q + \varepsilon q^*)$$

$$= (r - p) + \varepsilon(r^* - q^*)$$

It is observed that by adding the above equations side by side, it is observed that,

$$F(P, Q) + F(Q, R) = (r - p) + \varepsilon(r^* - p^*) = F(P, R).$$
By so-doing, the first of the affine axioms for $\mathbb{D}^n$ space is proven.

(A2) Let us show that the second of the affine axioms is obtained:

\[
(P, Q) \longrightarrow F(P, Q) = PQ = Q - P = (\vec{q} + \epsilon \vec{q}^*) - (\vec{p} + \epsilon \vec{p}^*). \tag{2}
\]

If we equalize the $A = \vec{a} + \epsilon \vec{a}^*$ dual vector and the result obtained in the Equation (1) to each other, we find the $\vec{q} = \vec{a} + \epsilon \vec{q}$ and $\vec{q}^* = \vec{a}^* + \epsilon \vec{p}$. So, we can say that the following point exists:

\[
Q = q + \epsilon \vec{q}^* = (\vec{a} + \vec{p}) + \epsilon (\vec{a}^* + \vec{p}) \in \mathbb{D}^n.
\]

As a consequence, since (A1) and (A2) axioms are obtained, it is observed that the dual space $\mathbb{D}^n$ is an affine space.

**Definition 2.** For the dual point $P \in \mathbb{D}^n$, and the dual vector $\vec{A} \in \mathbb{D}^n$, $(P, \vec{A})$ in the dual space $\mathbb{D}^n$ is called as the **dual tangent vector**, and shown with $\vec{A}_p$.

**Definition 3.** In $P \in \mathbb{D}^n$ point,

\[
T_{\mathbb{D}^n}(P) = \vec{A}_p = (P, \vec{A}) : P \in \mathbb{D}^n, \vec{A} \in \mathbb{D} - \text{modul}
\]

set is called as **dual tangent vectors set**. Besides, if $c \in \mathbb{R}$ and $\vec{A}_p, \vec{B}_p \in T_{\mathbb{D}^n}(P)$

\[
\vec{A}_p \oplus \vec{B}_p = (P, \vec{A}) + (P, \vec{B}) = (P, \vec{A} + \vec{B}) = (\vec{A} + \vec{B})_p
\]

\[
c. \vec{A}_p = c.(P, \vec{A}) = (P, c.\vec{A})
\]

\[
\{T_{\mathbb{D}^n}(P), \oplus, \mathbb{R}, +, \ldots, \odot\} \text{ vector space of the dual affine space } \mathbb{D}^n \text{ for the point } P \text{ is called as dual tangent vectors space for the point } P, \text{ shortly, dual tangent space.}
\]

**Definition 4.** If $A_p \in T^d_{\mathbb{D}^n}(P)$ dual vector, $F$ differentiable dual function, the derivative of the dual function $F$ in the direction of dual vector $A_p$ is given with:

\[
A_p[F] = \langle A_p, \vec{\nabla}F \rangle_p = \langle A_p, \vec{\nabla}F \rangle.
\]

**Theorem 5.** If dual vector $A_p \in T^d_{\mathbb{D}^n}(P)$, the derivation of dual function $F$ in the direction of the dual vector $A_p$ may also be shown with the following equation:

\[
A_p[F] = \langle a, \vec{\nabla}f \rangle + \epsilon[\langle a^*, \vec{\nabla}f \rangle + \langle \vec{\nabla}f^*, a \rangle].
\]
Proof. Let us take the $F = f(x_1,x_2,x_3) + \varepsilon f^*(x_1,x_2,x_3)$ dual function for $f,f^* \in C(\mathbb{E}^n, \mathbb{R})$:

$$A_p[F] = <A_p, \overrightarrow{\nabla F}> =< a + \varepsilon a^*, \frac{\partial f}{\partial x_1}, \frac{\partial f}{\partial x_2}, \frac{\partial f}{\partial x_3}>_p$$

$$= < a + \varepsilon a^*, \frac{\partial f + \varepsilon f^*}{\partial x_1}, \frac{\partial f + \varepsilon f^*}{\partial x_2}, \frac{\partial f + \varepsilon f^*}{\partial x_3}>_p$$

$$= < a + \varepsilon a^*, \frac{\partial f}{\partial x_1} + \varepsilon \frac{\partial f^*}{\partial x_1}, \frac{\partial f}{\partial x_2} + \varepsilon \frac{\partial f^*}{\partial x_2}, \frac{\partial f}{\partial x_3} + \varepsilon \frac{\partial f^*}{\partial x_3}>$$

$$= < a + \varepsilon a^*, \overrightarrow{\nabla f} + \varepsilon \overrightarrow{\nabla f^*}> + \varepsilon < a^*, \overrightarrow{\nabla f^*} >$$

$$= < a + \varepsilon a^*, \overrightarrow{\nabla f} > + \varepsilon < a^*, \overrightarrow{\nabla f^*} > + \varepsilon < \overrightarrow{\nabla f^*}, a >.$$
set at $D$ is called $A$ function for the definition \((\star)\).

\[ A_p[F,G] = \langle A_p, \nabla(F,G) \rangle_p \]

\[ = \langle A_p, \nabla F, G(p) + F(p), \nabla G \rangle \]

\[ = \langle A_p, \nabla F, G(p) \rangle + \langle A_p, F(p), \nabla G \rangle \]

\[ = A_p[F], G(p) + A_p[G], F(p) \]

\[ = A_p[F,G](p) + A_p[G], F(p) \]

\[ = A_p[F,G](p) + A_p[G], F(p) \]

**Definition 5.** For the $\forall P \in D^n$ dual point,

\[ \chi : D^n \to \bigcup_{P \in D^n} T_{D^n}(P) \]

\[ p \to A_p \]

transformation at $D^n$ is called the **dual vector field**. Besides,

\[ \chi(D^n) = \{ A \mid A : D^n \to \bigcup T_{D^n}(P) \} \]

set at $D^n$ is called the **set of dual vector fields**. For the $\forall A, B \in \chi(D^n)$ dual vector fields and for the $\forall P \in D_n$ dual point,

\[ (A \odot B)(p) = A_p \odot B_p \]

\[ (c \odot A)(P) = c \odot A_p \]

\[ \{ \chi(D^n), \odot, R, +, , \odot \} \text{ vector space is called as the **space of dual vector fields**.} \]

**Definition 6.** $F$ be differentiable dual function for $\forall P \in R^n$, the $A \in \chi(D^n)$, which is defined with $F$ be differentiable dual function for

\[ A[F](P) = A_p[F] \]

is called $A[F] \in C(D^n, D)$ the **derivation of $F$ dual function in the direction of the dual vector field $A$**.

**Theorem 7.** $\forall A, B \in \chi(D^n)$ dual vector fields and $\forall F, G, H \in C(D^n, D)$ dual functions are given. For $\forall c_1, c_2 \in R$,

(i) \( (F.A + G.B)[H] = F.A[H] + G.B[H] \)


properties are obtained.

**Proof.** For $f, f^*, g, g^*, h, h^* \in C(E^n, R)$ real functions, the dual functions $F = f + \varepsilon f^*$, $G = g + \varepsilon g^*$, $H = h + \varepsilon h^*$ are given. The dual vector $A = a + \varepsilon a^*$ is given for $\overrightarrow{a} = (a_1, a_2, a_3)$, $\overrightarrow{a^*} = (a_1^*, a_2^*, a_3^*)$ real vectors. By benefiting from the definition (6);

(ii)
\[
\]

(iii)
\[
\]

the above equations are obtained.

4 Numerical example

After finding the unit dual vector \(A = a + \varepsilon a^\ast\) which corresponds the line in \(\vec{a} = (\frac{2}{3}, \frac{2}{3}, \frac{1}{3})\) vector direction, which passes through \(M(1, 2, 2)\) points, let us compute the derivation in the direction of \(A\) unit dual vector of the dual function \(F = f + \varepsilon f^\ast\) defined by \(f = x_1.x_2 + 2.x_3\) and \(f^\ast = x_1.x_2 - 2.x_3\) real vectors at the \(P(1, 2, 2, 0, 0, 0) \in \mathbb{D}^3\) point.

Firstly, let us find the line equation to which the dual vector given in the example corresponds. As it is given in the Figure 1, the line equation is found via:
\[
\overrightarrow{OX} = \overrightarrow{OM} + \lambda \vec{a}.
\]

In the equation (3), \(X(x, y, z), M(1, 2, 2)\) and \(\vec{a} = (\frac{2}{3}, \frac{2}{3}, \frac{1}{3})\) vectors place them and solve the equation,
\[
(x, y, z) = (1 + \lambda \frac{2}{3}, 2 + \lambda \frac{2}{3}, 2 + \lambda \frac{1}{3})
\]
\[
\lambda = \frac{x - 1}{2/3} = \frac{y - 2}{2/3} = \frac{z - 2}{1/3}
\]
\[
x - 1 = \frac{2}{3} \lambda
\]
\[
y - 2 = \frac{2}{3} \lambda
\]
\[
z - 2 = \frac{1}{3} \lambda
\]
We will have the above line equation. In order to find the dual vector which corresponds to this directed line, we must find the moment which is vertical to the vector. It is observed that the moment is:

\[
\mathbf{a}^* = \mathbf{OM} \wedge \mathbf{a} = \begin{vmatrix}
 1 & j & k \\
 2 & 2 & 2 \\
 1 & 2 & 1
\end{vmatrix} = (\frac{-2}{3}, 1, \frac{-2}{3})
\]

![Fig. 1: The directed line to which the unit dual vector corresponds.](image)

Now, let us find the derivation of the dual function \( F = (x_1, x_2 + 2x_3) + \varepsilon(x_1, x_2 - 2x_3) \) in the direction of dual vector \( \mathbf{A}_p = (\mathbf{a} + \varepsilon \mathbf{a}^*) \). Therefore, we write

\[
\mathbf{A}_p[F] = \langle \mathbf{A}_p, \mathbf{\nabla}F \rangle_{p} \\
= \langle (\mathbf{a} + \varepsilon \mathbf{a}^*), \mathbf{\nabla}F + \varepsilon \mathbf{\nabla}f^* \rangle \\
= \langle \frac{2}{3}, \frac{2}{3}, \frac{1}{3} \rangle + \varepsilon(-\frac{2}{3}, 1, -\frac{2}{3}), (x_2, x_1, 2) + \varepsilon(x_2, x_1, -2) \\
= \langle \frac{2}{3} \varepsilon, \frac{2}{3} + \varepsilon, \frac{1}{3} - \varepsilon, \frac{2}{3}, (x_2 + \varepsilon x_2, x_1 + \varepsilon x_1, 2 - 2\varepsilon) \rangle_{p} \\
= \langle \frac{2}{3} \varepsilon, \frac{2}{3} + \varepsilon, \frac{1}{3} - \varepsilon, \frac{2}{3}, (2 + \varepsilon 2, 1 + \varepsilon, 2 - 2\varepsilon) \rangle \\
= \frac{4}{3} + \frac{4}{3} \varepsilon + \frac{2}{3} + \varepsilon + \frac{2}{3} \varepsilon + \frac{2}{3} - \frac{4}{3} - \frac{4}{3} \varepsilon \\
= \frac{4}{3} + \frac{2}{3} + \frac{2}{3} + \varepsilon(-\frac{4}{3} + \frac{4}{3} - \frac{4}{3} + 1) \\
= \frac{8}{3} - \varepsilon \in \mathbb{D}.
\]
5 Conclusion

In this study, the subject of directional derivative, which is one of the most important subjects of differential geometry, has been studied for dual spaces. By making use of the knowledge which says that a dual unit vector corresponds to a directed line in the Euclidean Space, and with the help of the E. Study conversion in dual spaces, the unit dual vector, to which a line whose direction and one point on it corresponds, has been found and drawn. Then, the derivation of a dual function in the direction of unit dual vector has been computed. It is considered that this study will be a pioneer for some future studies on the screw theory and dual space.
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