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#### Abstract

The aim of this study is to obtain the lower and upper bounds for the distance-based Wiener index, Hyper-Wiener index and Harary index of the Fibonacci-sum graph. Firstly, the shortest distance of the vertices in the Fibonacci-sum graph is characterized. Afterwards, the numbers of decision vertices and leaves are obtained by applying the BFS algorithm to the Fibonacci-sum graph.
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## 1 Introduction

Graph theory has many fields of study. Topological indices have been a common field of study for the chemists and mathematicians. The aim of the topological indices is to determine whether they are useful for determining chemical properties. We use in this study base on distance of two vertices as a topological index [1].

One of the indices used in this work is the Wiener index of a graph $G$ defined as $[2,3]$

$$
W(G)=\frac{1}{2} \sum_{u=1}^{n} \sum_{v=1}^{n} d_{G}(u, v)
$$

Similarly, we use the Hyper-Wiener index of a graph $G$ introduced as [4]

$$
W W(G)=\frac{1}{2} \sum_{u, v \in V}\left(d_{G}(u, v)+d_{G}(u, v)^{2}\right) .
$$

The Harary index of a graph $G$ is also used and it is defined as $[5,6]$

$$
H(G)=\sum_{u, v \in V} \frac{1}{d_{G}(u, v)}
$$

Many special graphs have been introduced in the literature. One of them is the Fibonacci-sum graph. For each positive integer $n$, the Fibonacci-sum graph $G_{n}=(V, E)$ is defined [7] by two vertices forming an edge i.e.,

$$
E=\{\{i, j\}: i, j \in V, i \neq j, i+j \text { is a Fibonacci number }\} .
$$

It is obvious that $G_{n}$ is a simple graph. Now, we will present some results which will be used later.
Corollary 1.For each $n \geq 1, G_{n}$ is connected [8].
Lemma 1.Let $n \geq 2$ and $k$ be so that $F_{k} \leq n<F_{k+1}$. Then in $G_{n}$, the vertex $F_{k}$ has only neighbour, namely $F_{k-1}$ [8].
Corollary 2.[8] Let $n \geq 1$ and let $k \geq 2$ be integers satisfying $F_{k} \leq n<F_{k+1}$. Then

$$
\left|E\left(G_{n}\right)\right|=\left\{\begin{array}{cl}
n+\frac{F_{k}+1}{2}-\frac{\left\lfloor\frac{4(k+1)}{3}\right\rfloor}{2}, & \text { if } n \leq \frac{F_{k+2}}{2} ; \\
2 n+\frac{F_{k}+1}{2}-\frac{\left\lfloor\frac{4(k+1)}{2}\right\rfloor}{2}-\left\lceil\frac{F_{k+2}-1}{2}\right\rceil, & \text { if } n>\frac{F_{k+2}}{2} .
\end{array}\right.
$$

Inspired by the study [8], Lucas-sum graph was defined and some properties of this graph were obtained in [9]. After that, in [10] the spectral properties of Fibonacci-sum and Lucas-sum graphs were examined and some bounds were obtained. Also, in [11] another type of graph associated with Fibonacci numbers was studied. In the literature, there exist a lot of bound studies. Some of these studies include bounds for indices and some for eigenvalues [12,13].

On the other hand, graph algorithms have a special place in the field of artificial intelligence. Breadth First Search(BFS) is a recursive algorithm to search all the vertices of a tree or graph data structure [14]. BFS puts every vertex of the graph into two categories; visited and non-visited. It selects a single vertex in a graph and, after that, visits all the vertices adjacent to the selected node.

In this study, we first define eccentricity and the shortest distance between two vertices in the Fibonacci-sum graph. Then, we obtain some upper and lower bounds for the Wiener index, Hyper-Wiener index and Harary index of the Fibonacci-sum graph using distance. Finally, by using the BFS algorithm, we find the number of leaves and decision vertices.

## 2 Main Results

Definition 1.Let $F_{k}$ be the kth Fibonacci number. Then, the distance from $u$ to the nearest Fibonacci number denoted by $\theta(u)$ is defined as follows:

$$
\theta(u)=\min _{u \in V}\left\{d_{G_{n}}(u, v): v=F_{k}\right\} .
$$

We note that, if $u=F_{r}$, then $\theta(u)=0$.

Now, we give the following definition, which characterize the shortest distance of the vertices in the Fibonacci-sum graph $G_{n}$.

Definition 2.For $u, v \in V\left(G_{n}\right)$, we let $F_{k}$ and $F_{t}$ be the nearest Fibonacci numbers to $u$ and $v$, respectively. Then, the shortest distance of the vertices $u$ and $v$ in the Fibonacci-sum graph $G_{n}$ is

$$
d_{G_{n}}(u, v)=\theta(u)+\theta(v)+|k-t| .
$$

Now, we will give upper and lower bounds for the Wiener index of the Fibonacci-sum graph using distance.
Theorem 1.If $G_{n}$ is Fibonacci-sum graph, then

$$
n^{2}-n-m \leq W\left(G_{n}\right) \leq\binom{ n}{2}(\varepsilon(1)+k-2)
$$

where $n$ is the number of vertices, $m=\left|E\left(G_{n}\right)\right|$ is number of edge, and $k$ is an integer satisfying $F_{k} \leq n$, $\varepsilon(1)=\max _{u \in V}\left\{d_{G}(u, 1): u \neq F_{k}\right\}$.

Proof.For $u, v \in V$, the number of $d_{G_{n}}(u, v)$ is $\binom{n}{2}$. Since $W\left(G_{n}\right)=\frac{1}{2} \sum_{u=1}^{n} \sum_{v=1}^{n} d_{G_{n}}(u, v)$, assuming all $d_{G_{n}}(u, v)$ to be 1 , we get the lower bound for the Wiener index of $G_{n}$ as

$$
\binom{n}{2} \leq W\left(G_{n}\right)
$$

Since the number of egdes with length 1 gives $m$, which is the number of egdes, the other lengths can be taken as 2 and the lower bound for $W\left(G_{n}\right)$ can be improved as

$$
\left(\binom{n}{2}-m\right) 2+m \cdot 1=n^{2}-n-m \leq W\left(G_{n}\right) .
$$

On the other hand, the maximum of $d_{G_{n}}(u, v)$ is the sum of the maximum distance of $F_{k}$ to 1 such that $F_{k} \leq n$ and the distance of 1 in $P: 1, F_{2}, F_{3}, \ldots F_{k}$ to a vertex $v$ not on the $P$ path. So,

$$
\max d_{G_{n}}(u, v)=\varepsilon(1)+\left|P\left(F_{2}, F_{k}\right)\right| .
$$

Hence, by making the necessary calculations, we get the upper bound for the Wiener index of $G_{n}$ as

$$
W\left(G_{n}\right) \leq\binom{ n}{2}(\varepsilon(1)+k-2) .
$$

Next, we will give upper and lower bounds for the Hyper-Wiener index of the Fibonacci-sum graph using distance.
Theorem 2.If $G_{n}$ is a Fibonacci-sum graph then

$$
\left.[3 n(n-1)]-4 m \leq W W\left(G_{n}\right) \leq\left(\frac{n(n-1)}{2}\right)(\varepsilon(1)+k-2)(\varepsilon(1)+k-1)\right)
$$

where $n, m, k$ and $\varepsilon(1)$ are as in Theorem 1.
Proof.Since $W W\left(G_{n}\right)=\frac{1}{2} \sum_{u, v \in V}\left(d_{G_{n}}(u, v)+d_{G_{n}}(u, v)^{2}\right)$, assuming all $d_{G_{n}}(u, v)$ to be 1 , we get the lower bound for the Hyper-Wiener index of $G_{n}$ as

$$
2\binom{n}{2} \leq W W\left(G_{n}\right)
$$

In addition, there are $\binom{n}{2}$ elements in $\sum_{u, v \in V} d(u, v)$. If the length of $m$ of these is 1 and the length of the others is 2 , the lower bound for $W W\left(G_{n}\right)$ can be improved as

$$
\begin{aligned}
\left(6\left(\binom{n}{2}-m\right)+2 m\right) & =\left(6\left(\frac{n(n-1)}{2}\right)-4 m\right) \\
& =[3 n(n-1)]-4 m \leq W\left(G_{n}\right) .
\end{aligned}
$$

On the other hand, we have the upper bounds for the Hyper-Wiener index of $G_{n}$ as

$$
\left.W W\left(G_{n}\right) \leq \frac{1}{2}(\varepsilon(1)+k-2)+(\varepsilon(1)+k-2)^{2}\right)
$$

Hence, we get

$$
\left.W W\left(G_{n}\right) \leq\left(\frac{n(n-1)}{2}\right)(\varepsilon(1)+k-2)(\varepsilon(1)+k-1)\right) .
$$

Now, we will give upper and lower bounds for the Harary index of the Fibonacci-sum graph using distance.
Theorem 3.If $G_{n}$ is Fibonacci-sum graph then

$$
\frac{n(n-1)}{2(\varepsilon(1)+k-2)} \leq H\left(G_{n}\right) \leq n^{2}-n-m
$$

where $n, m, k$ and $\varepsilon(1)$ are as in Theorem 1 .
Proof.Since $d_{G_{n}}(u, v)$ must be minimum for $\frac{1}{d_{G_{n}}(u, v)}$ to be maximum and $d_{G_{n}}(u, v)$ must be maximum to be minimum, we have

$$
\min \left\{\sum_{u, v \in V} \frac{1}{d_{G_{n}}(u, v)}\right\} \leq H\left(G_{n}\right) \leq \max \left\{\sum_{u, v \in V} \frac{1}{d_{G_{n}}(u, v)}\right\}
$$

Due to the structure of $G_{n}$, we get

$$
\binom{n}{2} \frac{1}{(\varepsilon(1)+k-2)} \leq H\left(G_{n}\right) \leq\left(\binom{n}{2}-m\right) 2+m .1
$$

By making the necessary calculations, we have

$$
\frac{n(n-1)}{2(\varepsilon(1)+k-2)} \leq H\left(G_{n}\right) \leq n(n-1)-m
$$

For some values of $n$, Table 1 shows that the Wiener, Hyper-Wiener and Harary indices of the Fibonacci-sum graph are within the bounds that we found.

Table 1: The $W\left(G_{n}\right), W W\left(G_{n}\right)$ and $H\left(G_{n}\right)$ indices of the Fibonacci-sum graph according to the values of n .

| n | $W\left(G_{n}\right)$ | $W W\left(G_{n}\right)$ | $H\left(G_{n}\right)$ |
| :---: | :---: | :---: | :---: |
| 5 | 20 | 70 | 6.416 |
| 6 | 70 | 0.0604 | 2.25 |
| 7 | 44 | 156 | 12.66 |
| 8 | 69 | 282 | 15.23 |
| 9 | 97 | 398 | 18.26 |

## 3 Application of Fibonacci-sum graph to BFS algorithm

Theorem 4.In the spanning tree of a Fibonacci-sum graph with $n$ points, the number of leaves is $n-F_{k-1}$ and the number of decision vertex is $F_{k-1}$, where $F_{k-1}$ is the largest Fibonacci number such that $F_{k-1} \leq F_{k} \leq n$.

Proof.If we create the BFS tree of an n-point Fibonacci-sum graph by applying the BFS algorithm starting from the highest grade point 2 to points $1-3 \ldots$, this BFS tree is also a spanning tree of the Fibonacci-sum graph and has $F_{k-1}$ decision vertices. Therefore, the number of leaves will be $n-F_{k-1}$.

Example 1.Consider a 12-point Fibonacci-sum graph. In this case, $F_{k} \leq n$, the larger $F_{k}$ is 8 , and $F_{k-1}$ becomes 5. In other words, according to the statement of the theorem, the number of decision vertices is 5 , the number of leaves is 7 . If we start with the largest degree in the graph, 2 , we first go to the vertices $1,3,6$ and 11 . Then, if we go from vertex 3 to 5 and 10 , from vertex 5 to 8 , from vertex 1 to 4,7 and 12 and from 4 to 9 , the BFS tree is obtained. Here are the decision vertices; $1,2,3,4,5$ and leaves; $6,7,8,9,10,11$ and 12 . Thus, it is seen that the number of decision vertices is 5 and the number of leaves is 7 .

## 4 Conclusion

In this work, we introduced the shortest distance of the vertices in the Fibonacci-sum graph. Then, we obtained the lower and upper bounds for the distance-based Wiener index, Hyper-Wiener index and Harary index of the Fibonacci-sum graph. Also, we gave an application of BFS algoritm. Finally, we obtained the number of decision vertices and the number of leaves by applying the BFS algorithm to the Fibonacci-sum graph.
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