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#### Abstract

In this study, we define the generalized symmetric bi-derivation and its trace on $M V$-algebras and give its examples. We investigate some properties of generalized symmetric bi-derivation's trace. We introduce isotone generalized symmetric bi-derivation and bi-additive generalized symmetric bi-derivation. We show that if $A$ is a linearly ordered $M V$-algebra, $\Gamma$ is a bi-additive generalized symmetric bi-derivation on $A$ related to symmetric bi-derivation $D$ and $\gamma$ is a trace of $\Gamma$, then $\gamma=0$ or $\gamma 1=1$
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## 1 Introduction

$M V$-algebra was introduced by C. C. Chang in 1958 ([3]). He used the concept of $M V$-algebra for making algebraic proof of the completeness theorem of infinite valued Lukasiewicz propositional calculus. Since MV-algebra is generalization of Boolean algebra, it has many applications and many researchers investigated different properties of $M V$-algebras. ([2], [4], [5], [7])

The concept of derivation was introduced by Posner in 1957 in ring. After this study, many authors examine properties of ring by using many kind of derivation such as generalized derivation, symmetric bi-derivation, permuting tri-derivation, reverse derivation multiplicative derivation, etc. For example, they investigated commutativity of ring by using derivation. In 1975, Szasz introduced the derivation on lattices. Xin et al. examined properties of derivation on lattices and gave some characterization of lattices. For example, they gave relation between modular and distributive lattices and ordered elements of lattices by using derivation. After then, many authors introduced kind of derivation such as ring, in lattices and examine some properties. Similarly, many kind of derivations moved on different algebraic structures and their properties were investigated using derivation.

In $M V$-algebras, the concept of derivation was defined by N. O. Alshehri in 2010. In 2013, H. Yazarli introduced symmetric bi-derivation on $M V$-algebras. In this study, we define the generalized symmetric bi-derivation and its trace on $M V$-algebras and give its examples. We investigate some properties of generalized symmetric bi-derivation's trace. We introduce isotone generalized symmetric bi-derivation and bi-additive generalized symmetric bi-derivation. We show that if $A$ is a linearly ordered $M V$-algebra, $\Gamma$ is a bi-additive generalized symmetric bi-derivation on $A$ related to symmetric bi-derivation $D$ and $\gamma$ is a trace of $\Gamma$, then $\gamma=0$ or $\gamma 1=1$. Also, we show that if $A$ is a linearly ordered $M V$-algebra, $\Gamma_{1}$ and $\Gamma_{2}$ are bi-additive generalized symmetric bi-derivations on $A$ related to $D_{1}$ and $D_{2}$ respectively and $d_{1}, d_{2}$ are traces of $D_{1}, D_{2}, \gamma_{1}, \gamma_{2}$ are traces of $\Gamma_{1}$ and $\Gamma_{2}$ respectively. If $\gamma_{1} \gamma_{2}=0$ where $\left(\gamma_{1} \gamma_{2}\right)(a)=\gamma_{1}\left(\gamma_{2} a\right)$ for all $a \in A$, then $\gamma_{1}=0$ or $\gamma_{2}=0$.

[^0]Definition 1. [7] Let us define + a binary operation, ' a unary operation on the set $A$ and 0 be a constant in $A$. That the following axioms are satisfied for $a, b \in A$,
(1) $(A,+, 0)$ is a commutative monoid,
(2) $\left(a^{\prime}\right)^{\prime}=a$,
(3) $0^{\prime}+a=0^{\prime}$,
(4) $\left(a^{\prime}+b\right)^{\prime}+b=\left(b^{\prime}+a\right)^{\prime}+a$,
then we say that $\left(A,+,{ }^{\prime}, 0\right)$ is MV-algebra.
Let us denote $1=0^{\prime}, a \cdot b=\left(a^{\prime}+b^{\prime}\right)^{\prime}, a \vee b=a+\left(b \cdot a^{\prime}\right), a \wedge b=a \cdot\left(b+a^{\prime}\right)$ for all $a, b \in A$. Then we have that $(A, \cdot, 1)$ is a commutative monoid, $(A, \vee, \wedge, 0,1)$ is a bounded distributive lattice. Let $A$ be an $M V$-algebra and $\emptyset \neq B \subseteq A$. We say that $B$ is subalgebra of $A$ if and only if $a+b \in B$ and $a^{\prime} \in B$ for all $a, b \in B$. Let us define the relation on $M V$-algebra $A$ as following can define a partial order $\leq$ by setting

$$
a \leq b \Leftrightarrow a \wedge b=a \text { for each } a, b \in A
$$

then $(A, \leq)$ is a partially ordered set. If the order relation $\leq$ on $A$ is total then $A$ is called linearly ordered.

Let $A$ be an $M V$-algebra and $B(A)=\{a \in A: a+a=a\}=\{a \in A: a \cdot a=a\}$. Then $\left(B(A),+,^{\prime}, 0\right)$ is subalgebra of $A$. If $A$ is an $M V$-algebra, then we have the following situations for $a, b, c \in A$,
(1) $a+1=1$,
(2) $a+a^{\prime}=1$,
(3) $a \cdot a^{\prime}=0$,
(4) $a+b=0$ implies $a=b=0$,
(5) $a \cdot b=1$ implies $a=b=1$,
(6) $a \leq b$ implies $a \vee c \leq b \vee c$ and $a \wedge c \leq b \wedge c$,
(7) $a \leq b$ implies $a+c \leq b+c$ and $a \cdot c \leq b \cdot c$,
(8) $a \leq b \Leftrightarrow b^{\prime} \leq a^{\prime}$,
(9) $a+b=b \Leftrightarrow a \cdot b=a$.

Theorem 1. [5] In an MV-algebra $A$, the following situations are equivalent for $a \in A$,
(i) $a \in B(A)$,
(ii) $a \vee a^{\prime}=1$,
(iii) $a \wedge a^{\prime}=0$,
(iv) $a+a=a$,
(v) $a \cdot a=a$,
(vi) $a+b=a \vee b$, for $b \in A$,
(vii) $a \cdot b=a \wedge b$, for $b \in A$.

Theorem 2. [3]In an MV-algebra $A$, the following situations are equivalent for all $a, b \in A$,
(i) $a \leq b$,
(ii) $b+a^{\prime}=1$,
(iii) $a \cdot b^{\prime}=0$.

Definition 2. [3]Let A be an MV-algebra and $\emptyset \neq X \subseteq A$. If the following situations are satisfied,
(i) $0 \in X$,
(ii) $a+b \in X$ for all $a, b \in X$,
(iii) $a \in X$ and $b \leq a$ imply $b \in X$,
then $X$ is called an ideal of $A$.
Proposition 1. [3]In linearly ordered MV-algebra $A$, if $a+b=a+c$ and $a+c \neq 1$ then $b=c$.
Definition 3. [1]Let $d: A \rightarrow A$ be a function on $M V$-algebra $A$. We say that $d$ is a derivation of $A$, if it satisfies for $a, b \in A$,

$$
d(a \cdot b)=(d(a) \cdot b)+(a \cdot d(b))
$$

Definition 4. Let $A$ be an MV-algebra. We say that a mapping $D: A \times A \rightarrow A$ is a symmetric if $D(a, b)=D(b, a)$ holds for all $a, b \in A$.

Definition 5. In $M V$-algebra $A$, a mapping $d: A \rightarrow A$ defined by $d(a)=D(a, a)$ is called trace of $D$, where $D: A \times A \rightarrow A$ is a symmetric mapping.

We denote $d(a)=d a$.
Definition 6. Let $D: A \times A \rightarrow A$ be a symmetric mapping in $M V$-algebra $A$. We say that $D$ is a symmetric bi-derivation on $A$, if it satisfies the following situation,

$$
D(a \cdot b, c)=(D(a, c) \cdot b)+(a \cdot D(b, c))
$$

for all $a, b, c \in A$.
Obviously, a symmetric bi-derivation $D$ on $A$ satisfies the relation $D(a, b \cdot c)=(D(a, b) \cdot c)+(b \cdot D(a, c))$ for all $a, b, c \in A$.
Proposition 2. Let $A$ be an $M V$-algebra, $D$ be a symmetric bi-derivation on $A$ and $d$ be a trace of $D$. Then, for all $x \in A$,
(i) $d 0=0$,
(ii) $d a \cdot a^{\prime}=a \cdot d a^{\prime}=0$,
(iii) $d a=d a+(a \cdot D(a, 1))$,
(iv) $d a \leq a$,
(v) If $X$ is an ideal of an $M V$-algebra, $d(X) \subseteq X$.

## 2 Generalized symmetric bi-derivation of MV-algebras

Throughout this article, $A$ is an $M V$-algebra.
Definition 7. Let $D: A \times A \rightarrow A$ be a symmetric bi-derivation and $\Gamma: A \times A \rightarrow A$ be a symmetric mapping. We say that $\Gamma$ is a generalized symmetric bi-derivation related to $D$, if it satisfies

$$
\Gamma(a \cdot b, c)=(\Gamma(a, c) \cdot b)+(a \cdot D(b, c))
$$

for all $a, b, c \in A$. The mapping $\delta: A \rightarrow A$ defined by $\gamma(a)=\Gamma(a, a)$ is called the trace of generalized symmetric biderivation $\Gamma$.

Example 1. Let $A=\{0, x, y, 1\}$. Consider the following tables,

| + | 0 | x | y | 1 |
| :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | x | y | 1 |
| x | x | x | 1 | 1 |
| y | y | 1 | y | 1 |
| 1 | 1 | 1 | 1 | 1 |



Then $\left(A,+{ }^{\prime}, 0\right)$ is an $M V$-algebra. Let us define a map $D: A \times A \rightarrow A$ by,

$$
D(a, b)=\left\{\begin{array}{l}
y,(a, b) \in\{(y, y),(y, 1),(1, y)\} \\
0, \text { otherwise }
\end{array} .\right.
$$

Then $D$ is a symmetric bi-derivation of $A$. Therefore the mapping $\Gamma$ defined by

$$
\Gamma(a, b)=\left\{\begin{array}{l}
x,(a, b) \in\{(x, x),(x, 1),(1, x)\} \\
y,(a, b) \in\{(y, y),(y, 1),(1, y)\} \\
0, a=0 \text { or } b=0 \\
0,(a, b) \in\{(x, y),(y, x)\} \\
1,(a, b)=(1,1)
\end{array}\right.
$$

is generalized symmetric bi-derivation related to $D$.
Example 2. Let $A=[0,1]$ be the real unit interval. For $a, b \in A$, if we define $a \oplus b=\min \{1, a+b\}$, $a \cdot b=\max \{0, a+b-1\}$ and $a^{\prime}=1-a$, then $\left(A, \oplus,^{\prime}, 0\right)$ is an $M V$-algebra. For all $n \geq 2, n \in \mathbb{Z}$, $A_{n}=\left\{0, \frac{1}{n-1}, \ldots, \frac{n-2}{n-1}, 1\right\}$ is a linearly ordered $M V$-algebra. Let us take $A_{3}=\left\{0, \frac{1}{2}, 1\right\}$ and define mappings

$$
D(a, b)=\left\{\begin{array}{l}
\frac{1}{2}, a, b \in\left\{\frac{1}{2}\right\} \\
0, \text { otherwise }
\end{array}\right.
$$

and

$$
\Gamma(a, b)=\left\{\begin{array}{l}
1, a, b \in\{1\} \\
\frac{1}{2},(a, b) \in\left\{\left(\frac{1}{2}, \frac{1}{2}\right),\left(\frac{1}{2}, 1\right),\left(1, \frac{1}{2}\right)\right\} . \\
0, \text { otherwise }
\end{array}\right.
$$

$\Gamma$ is a generalized symmetric bi-derivation with $D$. But $\Gamma$ is not a symmetric bi-derivation. Because $\Gamma\left(\frac{1}{2} \cdot 1,1\right)=\Gamma\left(\frac{1}{2}, 1\right)=\frac{1}{2} \quad$ and $\quad\left(\Gamma\left(\frac{1}{2}, 1\right) \cdot 1\right)+\left(\frac{1}{2} \cdot \Gamma(1,1)\right)=\frac{1}{2}+\frac{1}{2}=1 . \quad$ And $\quad$ so, $\Gamma\left(\frac{1}{2} \cdot 1,1\right) \neq\left(\Gamma\left(\frac{1}{2}, 1\right) \cdot 1\right)+\left(\frac{1}{2} \cdot \Gamma(1,1)\right)$.

Proposition 3. Let $\Gamma$ be a generalized symmetric bi-derivation on $A$ related to symmetric bi-derivation $D$ with its trace $d$ and $\gamma$ be a trace of $\Gamma$. Then, for all $a \in A$,
(i) $\gamma 0=0$,
(ii) $\gamma a \cdot a^{\prime}=a \cdot d a^{\prime}=0$,
(iii) $\gamma a=\gamma a+(a \cdot D(a, 1))=(\Gamma(1, a) \cdot a)+d a$,
(iv) $\gamma a \leq a$,
(v) $\gamma(X) \subseteq X$ where $X$ is an ideal of $A$.

Proof. (i) For all $a \in A$,

$$
\Gamma(a, 0)=\Gamma(a, 0 \cdot 0)=(\Gamma(a, 0) \cdot 0)+(0 \cdot D(a, 0))=0+0=0 .
$$

Since $\gamma$ is the trace of $\Gamma$,

$$
\gamma 0=\Gamma(0,0)=\Gamma(0 \cdot 0,0)=(\Gamma(0,0) \cdot 0)+(0 \cdot D(0,0))=0+0=0 .
$$

(ii) For all $a \in A$,

$$
0=\Gamma(a, 0)=\Gamma\left(a, a \cdot a^{\prime}\right)=\left(\Gamma(a, a) \cdot a^{\prime}\right)+\left(a \cdot D\left(a, a^{\prime}\right)\right)
$$

and so, $\gamma a \cdot a^{\prime}=0$ and $a \cdot D\left(a, a^{\prime}\right)=0$. On the other hand, we obtain

$$
0=\Gamma\left(0, a^{\prime}\right)=\Gamma\left(a \cdot a^{\prime}, a^{\prime}\right)=\left(\Gamma\left(a, a^{\prime}\right) \cdot a^{\prime}\right)+\left(a \cdot D\left(a^{\prime}, a^{\prime}\right)\right) .
$$

That is, $a \cdot d a^{\prime}=0$ and $\Gamma\left(a, a^{\prime}\right) \cdot a^{\prime}=0$ for all $a \in A$.
(iii) For all $a \in A$,

$$
\gamma a=\Gamma(a, a)=\Gamma(a, a \cdot 1)=(\Gamma(a, a) \cdot 1)+(a \cdot D(a, 1))=\gamma a+(a \cdot D(a, 1))
$$

and

$$
\gamma a=\Gamma(a, a)=\Gamma(1 \cdot a, a)=(\Gamma(1, a) \cdot a)+(1 \cdot D(a, a))=(\Gamma(1, a) \cdot a)+d a .
$$

(iv) For all $a \in A$,

$$
1=0^{\prime}=\left(\gamma a \cdot a^{\prime}\right)^{\prime}=\left[\left((\gamma a)^{\prime}+\left(a^{\prime}\right)\right)^{\prime}\right]^{\prime}=(\gamma a)^{\prime}+a
$$

By Theorem $2, \gamma a \leq a, a \in A$.
(v) If $b \in \gamma(X)$, then $\gamma(a)=b$ for some $a \in X$. From (iv), $\gamma(a) \leq a$ and so $b \in X$, since $X$ is an ideal of $A$. Hence $\gamma(X) \subseteq X$.

Corollary 1. For all $a \in A, D\left(a, a^{\prime}\right) \leq\left(\Gamma\left(a, a^{\prime}\right)\right)^{\prime}$.
Proof. For all $a \in A$, we get $\Gamma\left(a, a^{\prime}\right) \leq a^{\prime}$ from $a \cdot \Gamma\left(a, a^{\prime}\right)=0$. Since $a \leq\left(D\left(a, a^{\prime}\right)\right)^{\prime}, \Gamma\left(a, a^{\prime}\right) \leq\left(D\left(a, a^{\prime}\right)\right)^{\prime}$. Therefore $D\left(a, a^{\prime}\right) \leq\left(\Gamma\left(a, a^{\prime}\right)\right)^{\prime}$.

Corollary 2. For all $a, b \in A, \Gamma(a, b) \leq a$ and $D\left(a^{\prime}, b\right) \leq a^{\prime}$.

Proof.For all $a, b \in A$, since

$$
0=\Gamma\left(a \cdot a^{\prime}, b\right)=\left(\Gamma(a, b) \cdot a^{\prime}\right)+\left(a \cdot D\left(a^{\prime}, b\right)\right)
$$

we get $\Gamma(a, b) \leq a$ and $D\left(a^{\prime}, b\right) \leq a^{\prime}$.

Proposition 4. Let $\Gamma$ be a generalized symmetric bi-derivation on $A$ related to symmetric bi-derivation $D$ with its trace d and $\gamma$ be a trace of $\Gamma$. If $a \leq b$ for $a, b \in A$, then the following situations hold:
(i) $\gamma\left(a \cdot b^{\prime}\right)=0$,
(ii) $\gamma b^{\prime} \leq a^{\prime}$,
(iii) $\gamma a \cdot \gamma b^{\prime}=0$.

Proof. (i) Let $a \leq b$, for $a, b \in A$. From Theorem 2, we have $a \cdot b^{\prime}=0$. Since $\gamma 0=0$, we have $\gamma\left(a \cdot b^{\prime}\right)=0$.
(ii) Let $a \leq b$, for $a, b \in A$. Since $a \cdot \gamma b^{\prime} \leq b \cdot \gamma b^{\prime} \leq b \cdot b^{\prime}=0$, we get $a \cdot \gamma b^{\prime}=0$ and so $\gamma b^{\prime} \leq a^{\prime}$.
(iii) Since $a \leq b$, we get $\gamma a \leq b$ and so $\gamma a \cdot \gamma b^{\prime} \leq b \cdot \gamma b^{\prime} \leq b \cdot b^{\prime}=0$. Hence $\gamma a \cdot \gamma b^{\prime}=0$.

Proposition 5. Let $\Gamma$ be a generalized symmetric bi-derivation on A related to symmetric bi-derivation $D$ with its trace $d$ and $\gamma$ be a trace of $\Gamma$. The the following situations hold:
(i) $\gamma a \cdot \gamma a^{\prime}=0$,
(ii) $\gamma a^{\prime}=(\gamma a)^{\prime}$ if and only if $\gamma$ is the identity on $A$.

Proof.(i) We know that $a \leq a$. From Proposition 4 (iii), we get $\gamma a \cdot \gamma a^{\prime}=0$.
(ii) Since $a \cdot \gamma a^{\prime}=0$ for $a \in A$, we get $a \cdot \gamma a^{\prime}=a \cdot(\gamma a)^{\prime}=0$. Since $a \leq \gamma a$ and $\gamma a \leq a$, we have $a=\gamma a$. Hence $\gamma$ is the identity on $A$.

If $\gamma$ is the identity on $A, \gamma a^{\prime}=(\gamma a)^{\prime}$ for all $a \in A$.
Definition 8. Let $\Gamma$ be a generalized symmetric bi-derivation on $A$ related to symmetric bi-derivation $D$ with its trace $d$ and $\gamma$ be a trace of $\Gamma$. If $a \leq b$ implies $\Gamma(a, c) \leq \Gamma(b, c)$ for $a, b, c \in A, \Gamma$ is called an isotone.

If $\Gamma$ is an isotone and $a \leq b$ then $\gamma a \leq \gamma b$ for all $a, b \in A$.
Example 3. Let $A$ be an $M V$-algebra and $D$ be symmetric bi-derivation as in Example 1. Also, $D$ is a generalized symmetric bi-derivation related to $D$. In $A, b \leq 1, D(b, 1)=b, D(1,1)=0$, but $0 \leq b$. From here, $D$ is not isotone.

Example 4. In Example 2, $\Gamma$ is an isotone generalized symmetric bi-derivation related to symmetric bi-derivation $D$.
Proposition 6. Let $\Gamma$ be a generalized symmetric bi-derivation on A related to symmetric bi-derivation $D$ and $\gamma$ be a trace of $\Gamma$. If $\gamma a^{\prime}=\gamma a$ for all $a \in A$, then the following situations hold:
(i) $\gamma 1=0$,
(ii) $\gamma a \cdot \gamma a=0$,
(iii) If $\Gamma$ is an isotone on $A$, then $\gamma=0$.

Proof. (i) Since $\gamma a^{\prime}=\gamma a$ for all $a \in A$, we get $\gamma 1=\gamma 1^{\prime}=\gamma 0=0$.
(ii) For all $a \in A, \gamma a \cdot \gamma a=\gamma a \cdot \gamma a^{\prime}=0$ from Proposition 5.
(iii) Let $\Gamma$ be an isotone on $A$. For all $a \in A$, since $\gamma a \leq \gamma 1=0$, we get $\gamma a=0$. Thus $\gamma=0$.

Definition 9. Let $\Gamma$ be a generalized symmetric bi-derivation on A related to symmetric bi-derivation $D$. If $\Gamma(a+b, c)=$ $\Gamma(a, c)+\Gamma(b, c)$ for all $a, b, c \in A, \Gamma$ is called bi-additive mapping.

Theorem 3. Let $\Gamma$ be a bi-additive generalized symmetric bi-derivation on $A$ related to symmetric bi-derivation $D$ and $\gamma$ be a trace of $\Gamma$. Then $\gamma(B(A)) \subseteq B(A)$.

Proof. Let $b \in \gamma(B(A))$. Thus $b=\gamma(a)$ for some $a \in B(A)$. Then

$$
\begin{aligned}
b+b & =\gamma a+\gamma a=\Gamma(a, a)+\Gamma(a, a)=\Gamma(a+a, a) \\
& =\Gamma(a, a)=b .
\end{aligned}
$$

Hence $b \in B(A)$. That is, $\gamma(B(A)) \subseteq B(A)$.

Theorem 4. Let A be a linearly ordered MV-algebra, $\Gamma$ be a bi-additive generalized symmetric bi-derivation on $A$ related to symmetric bi-derivation $D$ and $\gamma$ be a trace of $\Gamma$. Then $\gamma=0$ or $\gamma 1=1$.

Proof. Since $a+a^{\prime}=1$ and $a+1=1$ for all $a \in A$,

$$
\gamma 1=\Gamma(1,1)=\Gamma\left(a+a^{\prime}, 1\right)=\Gamma(a, 1)+\Gamma\left(a^{\prime}, 1\right)
$$

and

$$
\begin{aligned}
\gamma 1 & =\Gamma(1,1)=\Gamma(a+1,1) \\
& =\Gamma(a, 1)+\gamma 1
\end{aligned}
$$

If $\gamma 1 \neq 1$, then we get $\Gamma\left(a^{\prime}, 1\right)=\gamma 1$. Replacing $a$ by 1 , we get $\gamma 1=0$. For all $a \in A$,

$$
0=\gamma 1=\Gamma(a, 1)+\gamma 1=\Gamma(a, 1)
$$

and

$$
\Gamma(a, 1)=\Gamma(a, a+1)=\gamma a+\Gamma(a, 1)=\gamma a .
$$

Thus $\gamma a=0$ for all $a \in A$. That is, $\gamma=0$.

Theorem 5. Let A be a linearly ordered MV-algebra, $\Gamma_{1}$ and $\Gamma_{2}$ be bi-additive generalized symmetric bi-derivations on A related to $D_{1}$ and $D_{2}$ respectively and $d_{1}, d_{2}$ be traces of $D_{1}, D_{2}, \gamma_{1}, \gamma_{2}$ be traces of $\Gamma_{1}$ and $\Gamma_{2}$ respectively. If $\gamma_{1} \gamma_{2}=0$ where $\left(\gamma_{1} \gamma_{2}\right)(a)=\gamma_{1}\left(\gamma_{2} a\right)$ for all $a \in A$, then $\gamma_{1}=0$ or $\gamma_{2}=0$.

Proof. Let $\gamma_{1} \gamma_{2}=0$ and $\gamma_{2} \neq 0$. Then $\gamma_{2} 1=1$. For all $a \in A$,

$$
0=\left(\gamma_{1} \gamma_{2}\right)(a)=\gamma_{1}\left(\gamma_{2} a\right)=\gamma_{1}\left(\gamma_{2} a+\left(a \cdot D_{2}(a, 1)\right)\right)
$$

Replacing $a$ by 1 , we get

$$
0=\gamma_{1}\left(\gamma_{2} 1+\left(1 \cdot d_{2} 1\right)\right)=\gamma_{1}\left(1+d_{2} 1\right)=\gamma_{1} 1
$$

From here, for all $a \in A$ we get

$$
0=\gamma_{1} 1=\Gamma_{1}(1,1)=\Gamma_{1}(a+1,1)=\Gamma_{1}(a, 1)+\gamma_{1} 1=\Gamma_{1}(a, 1),
$$

and

$$
0=\Gamma_{1}(a, 1)=\Gamma_{1}(a, a+1)=\Gamma_{1}(a, a)+\Gamma_{1}(a, 1)=\gamma_{1} a .
$$

That is, $\gamma_{1}=0$. Similarly it can be shown in the proof of the other case.
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