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Abstract: This paper presents the new three-term conjugate gradient method for solving unconstrained optimization problem. The
main aim is to upgrade the search direction of conjugate gradient method to present a more active new three term method. Our new
method satisfies the descent and the sufficient descent conditions and global convergent property. Furthermore, the numerical results
show that the new method has a better numerical performance in comparison with the standard (PRP) method from an implementation
of our new method on some test functions of unconstrained optimization according to number of iterations (NOI) and the number of
functions evaluation (NOF).
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1 Introduction

The main idea of the unconstrained optimization problems is minimizing an objective function that depends on real
variable, with no restrictions at all on the values of these variables. The mathematical formulation is

minf(x) VxeR" (1)

where f : R" — R is a smooth function and its gradient g is available, we start from the initial guess point xq to solve the
problem (1). A nonlinear conjugate gradient (CG) method is an iterative scheme that usually generated a sequence {x;}
of an approximation to the solution of the problem (1), using the repetition:

Xip1=xi+Ad;, i=0,1,2,..., 2)

where A;> 0 is called a step size determined by some line searches (Goldstein condition, wolfe condition, curvature
condition and sufficient decent condition) and the search direction d; is designed by:

—8it1 if =0
diy1= . . 3
o { —giv1+Bidi  if >l )

where g;=V f (x;) and B; is an important parameter. The different choices for the parameter 3; correspond to different CG
methods. For examples, Polak-Ribiere-Polyak (PRP) [8], Hestenes and Stiefel (HS) [5], Fletcher and Reeves (FR) [4],
Alaa et al. method [2], Some well-known formulas for 3; given below:

g'T 1Yi
di1=—gin+ (B ="5-=) d; “4)
8; 8i
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g Yi
dis1= —gip1+(B =211 4 )

d; yi

8 8i+1

dH—l— _gt+1+<ﬁFR $> dl (6)

g, 8i

g,+1yz 81V

dip1= —giv1+(B= —t ) di @)

glei  glai

where y;=g;1—g; and v; = A;d; = x; 11 —x;.In the convergence analysis and implementation of conjugate gradient method,
one often requires the exact and inexact line search such as the Wolfe conditions or the strong Wolfe conditions. The Wolfe
line search is to find A; such that

FitAd) <f (xi)+0Nigl d; ®)
dl g(xi+Mid;))>ogl d; ©)]

with 0 < 8 < o. The strong Wolfe line search is to find A; such that
fxit2idi) < f (xi)+0Aig] di (10)

’d gx,+ld)f<6g d; (1D

where 0 < 8 < ¢ < 1 are constants, by Li and Weijun, [6]. There are other types of conjugate gradient methods called
three-term conjugate gradient methods. That it is one of the most reliable and attractive method and this method
numerically stronger than classical conjugate gradient method. Among the generated three-term conjugate gradient
methods in the literature we have the three-term conjugate methods proposed by Nazareth [7] present a computationally
efficient three-term nonlinear conjugate gradient method with the search direction:

yl yld_ leflyl

——d;_ 12
d lT_ldl‘,l i—1 ( )

di-1=—yit

Alaa L. I., and Salah G. Sh., in (2019) [1], submit a new class of three-term conjugate gradient method as:

J —8i+1 if =0 (13)
i+1=— d; . .
MU st BSda Sty i i

o Ll st i k_@RPRP QHS .. RFR
where £;=Y | +(1-7) o and the parameter B*=f;""", B;"> or B;"*.

Another important class of the three-term conjugate gradient method proposed by Zhang et al. [9, 10] by considering a
descent modified PRP and also a descent modified HS conjugate gradient method as

—8i+1 if =0
d?PRP— L , (14)
s —8i+1+2’_¥g di— éﬂi yi if il
and
J7HS _ —8i+1 if i=0 (15)
i+1 — _gl+l+gl+|}zd g;"}ly‘lityz lf lZl

This paper is organized as follow: in Section 2, we will present a new three-term conjugate gradient method as we prove
the descent condition and sufficient descent condition of new method then we will study the global convergence property
of our new three term method. In section 3, some numerical experiments to this new three term conjugate gradient method
are reported. In section 4, we will present the conclusion.
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2 A New Three-Term Conjugate Gradient Method

In this section, we will derive our suggestion based on the search direction that is present by Alaa et al. [2]. We suggested
a three-term conjugate gradient method, in which the search direction is:

dyT = —givi+B di By, (16)

Now, from equation (7) and equation (16), we have

T
8ir1Yi g
i1 B di BV =g+ S g B g, (17)
8; 8i gl 8i
Multiplying both sides of above equation by y; , we obtain
NEW T giT+1Vi T
Vi yi= —t—5— d; y; (18)
i &
This implies that,
ﬁl_NEW gz+1Vl dlyi (19)
gl gl yl yl

To achieve balance, we will suppose that the value of parameter ¢ is
t:yglilyi where 7> 0,

S0,
dY = —gi 1+ B di By
or T T T
ANEV_ g S SV VL (20)
gl gl gi v i
Remarks:

1. Note that if 7 = 0, or the line search is exact, then the method reduces to the PR method.
2.If the objective function is quadratic convex gl.T+1 gi = 0 and line search is exact giTHd,-: 0, then the new method in the
search direction (16) will reduce to the Fletcher and Reeves (FR) direction.

2.2 Algorithm of New Method

1. Given an initial point xo € R"

2.setdy = —go, i =0.

3.If ||gi|| = O then stop, otherwise go to Step 4.

4.Compute the step size A; by using minimize f(x; + A;d;).
5.Setx;p 1 =x;+ Ad; .

6.Determine g;, 1, if ||gi;1]| < 107> stop, else go to Step 7.
7.Compute d;+1 by (20).

2 lelgia] ..
8.If [|gir1||” < =5 is satisfied go to step 3,

else i =i+ 1 and go to step 4.
Theorem 2.1: Assume that the sequence {x; } is generated by (2), then the search direction in (20) satisfy the descent
condition, i.e

§hidy <0 e

Proof: Multiply both sides of above equation by g, , to obtain

Ly o d }/g[?:l,-lvi dlyigl \yi oy
14 —YV———— &1 );
ghg o1 glgiyly, °Hoi

(22)

g:+1dz+1 = gz+1g:+1+
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If the above search direction is exact, then it satisfies the descent condition i.e.
NEW __ 2
gl dX = —llgis1[*<0.

However, if the search direction (22) is inexact (i.e.) gﬂldi#O.We concludes that the first two terms of equation (22) are
satisfies the descent condition i.e.

ng Vi
—gl g+ gl | d.<0, (23)
8 g<

i 81

because the PRP method satisfies the (21) condition.

Therefore, we can present the equation (22) as

NEW gz+1"t dl'yi (&H Y)
gidi <—vy (24)
i+1%i+1 g, g y, Vi

Since from wolfe condition we have —c df g; < ¢[, | d,, by multiplying both side by —1 we get —¢/, | d, < d[ g;. So, the
equation (24), can be written as

T 2
g Ol )
it = eTgivTyi

Clearly, y,A;,0,d] yi, (gh yi)z, g7 gi and y['y; are positive. But d! g; <0
So, we have
NEW
gt+ld1+1 <0om

Theorem 2.2: Suppose {x; } is a sequence generated by (2). Then the search directions defined by (20), satisfy the
sufficient descent condition,

ghd,,  <—Cligin|’ (25)

Proof: It is obvious from theorem 2.1, after multiplying the new search direction (20) by giT+l that the first two terms of
equation (20) are less than or equal to zero and from equation (24), we have

2 2
NEW _[ Ai (leyi) (giT+l y,')

2
gi & Vi villgirill

2 2
Ai (dly))” (ehy y,)

LetC=
eFgi Y villgi|?

which is positive, then

2
g¢+1dz]§]rElW§_C H8i+1 || u

Some necessary assumptions for the objective function to prove the global convergence property are given as follows.

Assumption 2.1: The level set 6 = {x | f(x) < f(x;)} at x; is bounded, there exists a constant a > 0 such that
|Ix]| <a,Vxe$. (27)

In some neighborhood N of 8, f is continuously differentiable, and its gradient is Lipschitz continuous with Lipschitz
constant L > 0, i.e.
18(r)—g(0)| <& ||Ir—t]| Vr,1€d (28)

From the above assumptions, that there exists a positive constant b such that

l8(b) ]| <bV¥xes. (29)
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If function f is strongly convex, then there exists a constant £ > 0 such that
B x=yI? 2 (Vf (0) = Vf ) (x = ), forallx, y € § (30)

Lemma 2.1: [3, 5] Let assumption (2.1) hold. Consider the methods (1) and (2), where d; is a descent direction and A;
satisfies the e standard Wolfe line search. If

1
o, (31)
i; ]|
Then,
liminf ||gi| = 0. (32)
i—soo0

Theorem 2.3: Suppose the assumption (2.1) hold and consider the new method in (2) and (20) where A; is computed by
the strong Wolfe conditions satisfies the global convergence.

Vi d
Proof: dNEW _gl+1+gt+l}l dl ygl+l i y'gl+ly'

ls

81 8i ¥} Vi
T T
a2 < g+ S22 | a4 S (33)
i i 8; 8iY; Vi
Since gﬁlvigk,-df vi. 80, we have
. . dT
il lgill* [l
Hence, form Lipschitz condition we have || ;|| <& || vi|| and from equation (3) we have d;= —g; , also we have this
form Vizlidi: —)uig,'.
HdAJfrl:IWH b—i—” gi+1||5)~iH gi” Il dill +72, Hd || 512“81” || gl+1|| (35)
A leill® leill?
Hence
| dNEW || <b-+b32+ySA2b||di||>=M (36)
1 1
L) T2 ) =
5 T ZM
=
L

By using lemma 2.1, we get
liminf | gi[| =0.m

3 Numerical results and discussion

In this section, we will study the implementation of the new three term conjugate gradient method. The tests include
familiar nonlinear problems with different dimension. The code of the method is written by FORTRAN 95 language with
given initial points. Table (1) illustrate that the numerical results of our new method is more effective than PRP method in
the same field with respect to the number of iterations (NOI) and the number of functions evaluation (NOF).
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Table 1: The results of the new three term method with PRP method

Standard form PRP | New Formula TT
test function i NOI NOF NOI NOF
Powell 5 40 120 29 78
10 40 120 34 92
100 43 135 32 90
500 46 150 35 91
1000 46 150 39 112
5000 50 180 36 104
Mile 5 37 116 30 94
10 37 116 30 96
100 44 148 37 128
500 44 148 36 119
1000 50 180 49 185
5000 50 180 49 178
Central 5 22 159 22 159
10 22 159 22 159
100 22 159 22 159
500 23 171 23 170
1000 23 171 23 170
5000 30 270 23 182
Cubic 5 15 45 15 45
10 16 47 16 47
100 16 47 16 47
500 16 47 13 38
1000 16 47 13 38
5000 16 47 13 44
Wolfe 5 14 29 14 29
10 32 65 32 65
100 49 99 45 91
5000 58 117 46 93
1000 64 129 44 90
5000 99 214 55 112
Sum 5 6 39 6 39
10 6 34 6 34
100 14 80 12 61
500 21 123 19 93
1000 23 127 20 103
5000 31 145 26 124
Wood 5 29 67 29 67
10 29 67 29 67
100 30 69 30 69
500 30 69 30 69
1000 30 69 30 69
5000 30 69 30 69
Total 1539 5233 1309 4384

© 2022 BISKA Bilisim Technology



=
NTMSCI 10, No. 4, 1-8 (2022) / www.ntmsci.com BISKA 7

Table 2: The percentage of improvement between the new three term with PRP method.

Tools PRP New TT
NOI 100% 85.0552%
NOF 100% 83.7760%

Table 2 shows the improve percentage of new three term method. The new method has improvement as compared to PRP
method with 14.9448% in NOI and 16.224% in NOF and in general the rate of improvement in the new three term method
is 15.5844% in NOI and NOF.

4 Conclusion

In this paper, we present a new method of three-term conjugate gradient method for solving unconstrained optimization.
The main idea is improving the search direction of conjugate gradient method to new search direction . The descent
and sufficient descent conditions of our new method are proved. Also, we study the global convergent property under
standard assumptions. The numerical results on low and high dimensionality problems reported that the new method is

more efficient than the PRP method.
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