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Abstract: Interval Valued Fuzzy Node Arc Matrix (IVFNAM), Interval Valued Fuzzy Incidence Matrix (IVFIM) and Interval Valued
Fuzzy Node Matrix (IVFNM) of an Interval Valued Fuzzy Graph (IVFG) are introduced here and some properties of these matrices
are explained. The reachability matrix of an IVFG using IVFNAM is defined. It is shown that the strength of connectedness between
any two pair of vertices in an IVFG can be found using this reachability matrix. We propose an algorithm to determine the nature of
arcs in an IVFG using the reachability matrix. We also establish a relationship between the IVFIM of an IVFG and the IVFNAMof its
corresponding line graph.
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1 Introduction

Eventhough diagrams suitably specify graphs, they are not appropraiate for storing graphs in computers or for applying

mathematical techniques to study their properties. As computers are more adept at manipulating numbers than at

recognizing pictures, it is a standard practice to communicate the specification of a graph to a computer in matrix form.

A plethora of study has been done on matrices associated withcrisp graphs as well as fuzzy graphs. Fuzzy graphs are

represented by fuzzy matrices. Extending this idea to the interval - valued fuzzy case in [9], we have shown that interval -

valued fuzzy graphs can be represented by interval - valued fuzzy matrices. In [9], we defined interval - valued fuzzy

adjacency matrix (IVFAM) and interval - valued fuzzy laplacian matrix (IVFLM) associated with an IVFG. In crisp

graph theory, adjacency matrix completely determines the corresponding graph. But in the case of IVFGs, an IVFG is

not completely determined by its IVFAM. We will not get any idea about the membership function of its nodes from the

above defined IVFMs. Taking into consideration the membership degrees of nodes, we define a new IVFM called

interval - valued fuzzy node arc matrix (IVFNAM) in this paper. Then we propose an algorithm to determine the nature

of arcs using IVFNAM. Also we define interval - valued fuzzy incidence matrix. As in the case of IVFAM, we can see

that an IVFG is not completely determined by its IVFIM.

Graph theoretic terms used in this work are either standard or are explained as and when they first appear. We consider

only simple connected undirected graphs. That is, graphs with multiple edges and loops are not considered. Throughout

the paper, we takeG = (A,B) as an IVFG on the crisp graphG∗ = (V,E) with |V| = n and |E| = m. For the interval

valued fuzzy graph theory preliminaries used in this work, refer [1,6,7,8]and for the interval - valued fuzzy matrix
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preliminaries, refer [5,9]. Studies on various types of fuzzy graphs such as bipolar fuzzy graphs are available in [3] and

[4]. We see some of the basic defintions now.

Definition 1. [1] Let G⋆ = (V,E) be a crisp graph. Then an interval - valued fuzzy graph (IVFG )G on G⋆ is defined as a

pair G= (A,B), where A= [µ−
A (x),µ+

A (x)] is an interval-valued fuzzy set on V and B= [µ−
B (xy),µ+

B (xy)] is an interval -

valued fuzzy set on E such thatµ−
B (xy)≤ min{µ−

A (x),µ−
A (y)} andµ+

B (xy)≤ min{µ+
A (x),µ+

A (y)} for all xy∈ E.

Definition 2. [7] The maximum of theµ− strength (minimum of theµ−
B values of the arcs in the path) of various paths

connecting u and v is called theµ− strength of connectedness between u and v and is denoted by(µB−)∞(u,v) or

NCONNG(u,v).

The maximum of theµ+ strength (minimum of theµ+
B values of the arcs in the path) of various paths connecting u and v

is called theµ+ strength of connectedness between u and v and is denoted by(µB+)∞(u,v) or PCONNG(u,v).

Definition 3. [5] An interval - valued fuzzy matrix (IVFM) of order m×n is defined as A= [ai j ]m×n, where A= [ai j ] =

[a−i j ,a
+
i j ] , the i jth element of A represents the membership value. All the elements of an IVFM are intervals and all the

intervals are the subintervals of the interval[0,1].

Definition 4. [5] Let A= [ai j ]m×n and B= [bi j ]n×p be two IVFMs. Then the product A·B is the IVFM defined by A·

B = [di j ]m×p = [d−
i j ,d

+
i j ]m×p where d−i j = ∨n

k=1a−ik ∧ b−k j and d+i j = ∨n
k=1a+ik ∧ b+k j where i= 1,2, . . .m and j= 1,2, . . . p

i.e., here ordinary addition and multiplication are replaced by maximum and minimum respectively. This type of matrix

multiplication is called minmax multiplication.

Definition 5. Let A= [ai j ] be a square IVFM of order n. Then the powers of A, An for n≥ 2 is defined by An = An−1 ·A.

Definition 6. [8] Let G= (A,B) be an IVFG. Then the interval - valued fuzzy adjacency matrix(IVFAM) of G is the IVFM

with rows and columns corresponding to v1,v2, . . . ,vn. It is denoted by AG = [ai j ] where

ai j =







[a−i j ,a
+
i j ] = [0,0] i f i = j,

[a−i j ,a
+
i j ] = [µ−

B (viv j),µ+
B (viv j)] i f i 6= j

Some other concepts that are used in this work are provided inthe following table.

Notation Concept

O(G) Order ofG [6]

S(G) Size ofG [6]

d(u) Degree of a nodeu[6]

td(u) Total degree of a nodeu[6]

P Path in an IVFG [7]

2 Interval valued Fuzzy node arc matrix

Definition 7.Let G= (A,B) be an IVFG on G∗ = (V,E). Then the interval - valued fuzzy node - arc matrix (IVFNAM) of

G is the IVFM with rows and columns corresponding to v1,v2, . . .vn. It is denoted by NG = [ni j ] where

ni j =







[n−i j ,n
+
i j ] = [µ−

A (vi),µ+
A (vi)] i f i = j,

[n−i j ,n
+
i j ] = [µ−

B (viv j),µ+
B (viv j)] i f i 6= j

Remark.Clearly the IVFGG is completely determined by the corresponding IVFNAMNG.

The definition of IVFNAM leads to the folowing obvious properties.

© 2019 BISKA Bilisim Technology



NTMSCI 7, No. 3, 268-277 (2019) /www.ntmsci.com 270

2.1 Properties of interval valued Fuzzy node arc matrix

(1) If G∗ hasn nodes, thenNG is a square IVFM of ordern.

(2) NG is a symmetric matrix.

(3) The sum of all entries in the row (or column) ofNG gives the total degree of the corresponding node.

(4) Trace ofNG givesO(G).

(5) Sum of all entries ofNG gives 2S(G)+O(G).

(6) The diagonal entries ofNG are greater than or equal to all the entries in the corresponding row or column.

2.2 Connectedness strength

Definition 8. Let G= (A,B) be an IVFG on G∗ = (V,E). Let vi and vj be any two nodes of G. If there exists at least

one path between vi and vj of length less than or equal to k, then theµ− connectedness of strength k between vi and vj

is defined as the maximum of theµ− strengths of all paths between them of length less than or equal to k. Similarly, µ+

connectedness of strength k between vi and vj is defined as the maximum of theµ+ strengths of all paths between them of

length less than or equal to k. If there is no such path,µ− andµ+ connectedness of strength k is defined to be zero.

Lemma 1. Let G= (A,B) be an IVFG with n nodes and NG be the corresponding IVFNAM. Let N2
G =PG = [p−i j , p

+
i j ]. Then

for 1≤ i < j ≤ n, p−i j and p+i j give theµ− andµ+ connectedness of strength2 between the nodes vi and vj , respectively.

Moreover, p−ii = µ−
A (vi) and p+ii = µ+

A (vi)

Proof. Let G = (A,B) be an IVFG andNG be the corresponding IVFNAM. ThenN2
G is also an IVFM. LetN2

G = PG =

[p−i j , p
+
i j ]. For i = j, p−ii = ∨n

k=1(n
−
ik ∧ n−ki) = n−ii = µ−

A (vi) and p+ii = ∨n
k=1(n

+
ik ∧ n+ki) = n+ii = µ+

A (vi). For i 6= j, p−i j =

∨n
k=1(n

−
ik ∧n−k j). Here,k takes all values from 1 ton includingi and j. Hence the above equation can be rewritten as

p−i j = ∨n
k=1,k6=i, j(n

−
ik ∧n−k j)∨ (n−ii ∧n−i j )∨ (n−i j ∧n−j j )

= ∨n
k=1,k6=i, j(n

−
ik ∧n−k j)∨n−i j ∨n−i j

= ∨n
k=1,k6=i, j(n

−
ik ∧n−k j)∨n−i j

= ∨n
k=1,k6=i, j(n

−
ik ∧n−k j)∨µ−

B (vi ,v j)

Thus, fori 6= j,

p−i j = ∨n
k=1,k6=i, j (n

−
ik ∧n−k j)∨µ−

B (vi ,v j) (1)

Clearly,µ−
B (vi ,v j) represents theµ− strength of a path of length 1 betweenvi andv j . Now we consider 2 cases.

Case - 1.µ−
B (vi ,v j) 6= 0. In otherwords, arc(vi ,v j) exists.

Subcase-1.If there is no arc betweenvi andvk or no arc betweenvk andv j , thenn−ik ∧n−k j = 0 and from equation (1), p−i j
gives theµ− strength of a path of length 1 betweenvi andv j as there is novi − v j path of length 2.

Subcase-2.If there are arcs betweenvi andvk and betweenvk andv j , then,n−ik ∧n−k j represent theµ− strength of a path

of length 2 betweenvi andv j with vk as an internal vertex. Then fromequation(1), p−i j gives the maximum of theµ−

strength of paths of length less than or equal to 2 betweenvi andv j .

Hence from the above two subcases we can conclude that fori 6= j, p−i j gives the maximum of theµ− strength of paths of

length less than or equal to 2 betweenvi andv j .

Case - 2.µ−
B (vi ,v j) = 0. In otherwords, arc(vi ,v j) does not exist.
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Subcase-1.If there is no arc betweenvi and vk or no arc betweenvk and v j for all k = 1,2. . . . ,n,k 6= i, j then

∨n
k=1,k6=i, j(n

−
ik ∧n−k j) = 0. Thus from equation (1), p−i j = 0.

Here there is novi − v j path of length equal to 2 and arc(vi ,v j) does not exist. Hence we cannot find avi − v j path of

length less than or equal to 2. Hence from definition8, µ− connectedness of strength 2 between the nodesvi andv j

equals zero and thus the lemma follows.

Subcase-2.If there are arcs betweenvi andvk and betweenvk andv j , then,n−ik ∧n−k j represent theµ− strength of a path

of length 2 betweenvi andv j with vk as an internal vertex. Then from equation (1), p−i j gives theµ− strength of paths of

length equal to 2 betweenvi andv j .

Thus from the above two subcases also we can conclude that fori 6= j, p−i j gives the maximum of theµ− strength of

paths of length less than or equal to 2 betweenvi andv j . In otherwords, fori 6= j, p−i j gives theµ− connectedness of

strength 2 between the nodesvi andv j .

Similarly, for i 6= j, we can prove thatp+i j gives theµ+ connectedness of strength 2 between the nodesvi andv j .

Lemma 2. Let G=(A,B) be an IVFG with n nodes and NG be the corresponding IVFNAM. Let Nk
G =QG = [q−i j ,q

+
i j ]. Then

for 1≤ i < j ≤ n, q−i j and q+i j give theµ− andµ+ connectedness of strength k between the nodes vi and vj , respectively.

Further, q−ii = µ−
A (vi) and q+ii = µ+

A (vi) ∀ i = 1,2, . . . ,n.

Proof. Let G = (A,B) be an IVFG andNG be the corresponding IVFNAM. We prove the lemma by the methodof

mathematical induction on the powerk of NG. By lemma1, the statement is true fork = 2. Now, suppose that it is true

for k = m. LetNm
G = TG = [t−i j , t

+
i j ]. Then by our assumption, fori = j, t−ii = µ−

A (vi) andt+ii = µ+
A (vi) and fori 6= j, t−i j and

t+i j give respectively theµ− andµ+ connectedness of strengthm between the nodesvi andv j .

Let Nm+1
G = QG = [q−i j ,q

+
i j ]. For i = j,q−ii = ∨n

k=1(t
−
ik ∧n−ki) = n−ii = µ−

A (vi) andq+ii = ∨n
k=1(t

+
ik ∧n+ki) = n+ii = µ+

A (vi) for

all i = 1,2, . . . ,n.

Now, for i 6= j,

q−i j = ∨n
k=1(t

−
ik ∧n−k j) (2)

wheret−ik is the µ− connectedness of strengthm between the nodesvi andvk. That is,t−ik is the maximum of theµ−

strength of all paths of length less than or equal tombetween the nodesvi andvk. SinceG is connected, there exists paths

between every two nodesvi andv j . Now, we have three cases.

(1) There exists at least onevi − vk path of length less than or equal tom and arc(vk,v j) exists

In this case, the above saidvi − vk paths together with arc(vk,v j) form vi − v j paths of length less than or equal to

m+1. Sincet−ik is the maximum of theµ− strength of all paths of length less than or equal tom between the nodes

vi andvk, from equation2,q−i j gives the maximum of theµ− strength of all paths of length less than or equal tom+1

between the nodesvi andv j and hence the lemma.

(2) There does not exist anyvi − vk path of length less than or equal tom for all k.

In this case there will not exist anyvi −v j path of length less than or equal tom+1 whether arc(vk,v j) exists or not.

Hence from equation2, q−i j = 0, which by definition8 is same as theµ− connectedness of strengthm+1 betweenvi

andv j and hence the lemma.

(3) There exists at least onevi − vk path of length less than or equal tom and arc(vk,v j) does not exit for all k. This is

not possible sinceG is connected.

Similarly, for i 6= j, we can prove thatq+i j gives theµ+ connectedness of strengthk between the nodesvi andv j .
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2.3 Reachability matrix

The reachability matrix of a fuzzy graph was introduced by Yeh and Bang in [10]. Analogous to this definition we define

the reachability matrix of an IVFG.

Definition 9. Let G= (A,B) be an IVFG on G∗ = (V,E) and let NG be the corresponding IVFNAM. Then the IVFM Nk
G is

called the reachability matrix of G if there exists a positive integer k such that NkG = Nk+1
G . The reachability matrix of G is

usually denoted by RG = [r i j ]

Theµ− andµ+ strength of connectedness between any pair of nodes can be easily obtained using the reachability matrix

and is given by the following theorem.

Theorem 1. Let G= (A,B) be an IVFG and let NG be the corresponding IVFNAM. Let RG = r i j = [r−i j , r
+
i j ] be the

reachability matrix of G. Then NCONNG(vi ,v j) = r−i j and PCONNG(vi ,v j) = r+i j

Proof.Let G= (A,B) be an IVFG and letNG be the corresponding IVFNAM. LetRG = r i j = [r−i j , r
+
i j ] be the reachability

matrix of G. By the definition of the reachability matrix,RG is the reachability matrix ofG if there exists a +ve integerk

such that RG = Nk
G = Nk+1

G . Let Nk
G = [(n−i j )

(k),(n+i j )
(k)] and Nk+1

G = [(n−i j )
(k+1),(n+i j )

(k+1)]. Then we have

r−i j = (n−i j )
(k) = (n−i j )

(k+1). By lemma2, (n−i j )
(k) represents the maximum of theµ− strength of all paths of length less

than or equal tok between the nodesvi andv j . Since(n−i j )
(k) = (n−i j )

(k+1) the maximum of theµ− strength of all paths of

length less than or equal tok between the nodesvi andv j is same as the maximum of theµ− strength of all paths of

length less than or equal tok+1 between the nodesvi andv j . Again we haveNk
G = Nk+1

G = Nk+2
G = Nk+3

G = . . . Hence

using the above argument, we can conclude thatr−i j = (n−i j )
(k) represents the maximum of theµ− strength of all paths

between the nodesvi andv j . Therefore,NCONNG(vi ,v j) = r−i j .

Similarly, we can prove thatPCONNG(vi ,v j ) = r+i j .

Now we see an illustration.

Example 1.Consider the IVFGG= (A,B) given in Figure1.

d[0.1,0.6] c[0.2,0.4]

b[0.3,0.5]a[0.2,0.3]

[0.1,0.3]

[0.1,0.2]

[0
.1
,
0.

3]

[0
.2
,
0.

4]

Fig. 1: Example to illustrate theorem1

By definition 2, CONNG(a,b) = [NCONNG(a,b), PCONNG(a,b)] = [0.1,0.3], CONNG(a,c) = [0.1,0.3],

CONNG(a,d) = [0.1,0.3], CONNG(b,c) = [0.2,0.4], CONNG(b,d) = [0.1,0.3] andCONNG(c,d) = [0.1,0.3].
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This can also be obtained from the corresponding IVFNAM by applying theorem1. Using definition7,

NG =











[0.2,0.3] [0.1,0.2] [0.0,0.0] [0.1,0.3]

[0.1,0.2] [0.3,0.5] [0.2,0.4] [0.0,0.0]

[0.0,0.0] [0.2,0.4] [0.2,0.4] [0.1,0.3]

[0.1,0.3] [0.0,0.0] [0.1,0.3] [0.1,0.6]











. Then, N2
G =











[0.2,0.3] [0.1,0.2] [0.1,0.3] [0.1,0.3]

[0.1,0.2] [0.3,0.5] [0.2,0.4] [0.1,0.3]

[0.1,0.3] [0.2,0.4] [0.2,0.4] [0.1,0.3]

[0.1,0.3] [0.1,0.3] [0.1,0.3] [0.1,0.6]











,

N3
G =











[0.2,0.3] [0.1,0.3] [0.1,0.3] [0.1,0.3]

[0.1,0.3] [0.2,0.5] [0.2,0.4] [0.1,0.3]

[0.1,0.3] [0.2,0.4] [0.2,0.4] [0.1,0.3]

[0.1,0.3] [0.1,0.3] [0.1,0.3] [0.1,0.6]











, N4
G =











[0.2,0.3] [0.1,0.3] [0.1,0.3] [0.1,0.3]

[0.1,0.3] [0.2,0.5] [0.2,0.4] [0.1,0.3]

[0.1,0.3] [0.2,0.4] [0.2,0.4] [0.1,0.3]

[0.1,0.3] [0.1,0.3] [0.1,0.3] [0.1,0.6]











,

Here, sinceN3
G = N4

G, the reachability matrixRG = N3
G. Hence by theorem1, CONNG(a,b) = [NCONNG(a,b),

PCONNG(a,b)] = [0.1,0.3], CONNG(a,c) = [0.1,0.3], CONNG(a,d) = [0.1,0.3], CONNG(b,c) = [0.2,0.4],

CONNG(b,d) = [0.1,0.3], CONNG(c,d) = [0.1,0.3].

Theorem 2.The reachability matrix of a Complete Interval Valued FuzzyGraph (CIVFG) G is G itself.

Proof. Let G be a CIVFG onG∗ = (V,E). Then by definition of a CIVFG,µ−
B (xy) = min(µ−

A (x),µ−
A (y)) and

µ+
B (xy) = min(µ+

A (x),µ+
A (y)) for all x,y∈V. Let NG = [n−i j ,n

+
i j ] be the IVFNAM ofG. Then fori = j, n−ii = µ−

A (vi) and

n+ii = µ+
A (vi) and fori 6= j, n−i j = µ−

B (vi ,v j) = min(µ−
A (vi),µ−

A (v j)) andn+i j = µ+
B (vi ,v j) = min(µ+

A (vi),µ+
A (v j)).

Let N2
G = PG = [p−i j , p

+
i j ]. Then by lemma1 for i = j, p−ii = µ−

A (vi) and p+ii = µ+
A (vi). And for i 6= j, p−i j and p+i j gives

respectively theµ− and µ+ connectedness of strength 2 between the nodesvi and v j . From equation1, we have

p−i j = ∨n
k=1,k6=i, j(n

−
ik ∧n−k j)∨µ−

B (vi ,v j). SinceG∗ is complete, for anyk, vivkv j is a path inG∗. Then there are 2 cases.

Case 1. µ−
A (vk)≤ min(µ−

A (vi),µ−
A (v j)) for everyk. In this case,

p−i j = ∨n
k=1,k6=i, j(n

−
ik ∧n−k j)∨µ−

B (vi ,v j)

= ∨n
k=1,k6=i, j(µ

−
B (vi ,vk)∧µ−

B (vk,v j))∨µ−
B (vi ,v j )

= ∨n
k=1,k6=i, j(min(µ−

A (vi),µ−
A (vk))∧min(µ−

A (vk),µ−
A (v j)))∨µ−

B (vi ,v j)

= ∨n
k=1,k6=i, j(min(µ−

A (vi),µ−
A (vk),µ−

A (v j)))∨µ−
B (vi ,v j)

= ∨n
k=1,k6=i, j(min(µ−

A (vk),min(µ−
A (vi),µ−

A (v j))))∨µ−
B (vi ,v j)

= ∨n
k=1,k6=i, j µ

−
A (vk)∨min(µ−

A (vi),µ−
A (v j))

= min(µ−
A (vi),µ−

A (v j))

Case 2. µ−
A (vk)> min(µ−

A (vi),µ−
A (v j)) for everyk. Here,

p−i j = ∨n
k=1,k6=i, j(n

−
ik ∧n−k j)∨µ−

B (vi ,v j)

= ∨n
k=1,k6=i, j(µ

−
B (vi ,vk)∧µ−

B (vk,v j))∨µ−
B (vi ,v j )

= ∨n
k=1,k6=i, j(min(µ−

A (vi),µ−
A (vk))∧min(µ−

A (vk),µ−
A (v j)))∨µ−

B (vi ,v j)

= ∨n
k=1,k6=i, j(min(µ−

A (vi),µ−
A (vk),µ−

A (v j)))∨µ−
B (vi ,v j)

= ∨n
k=1,k6=i, j(min(µ−

A (vk),min(µ−
A (vi),µ−

A (v j))))∨µ−
B (vi ,v j)

= min(µ−
A (vi),µ−

A (v j))∨min(µ−
A (vi),µ−

A (v j))

= min(µ−
A (vi),µ−

A (v j)).
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Table 1: Types of arcs.

Name Requirement
α− strong µB−(u,v)> NCONNG−(u,v)(u,v)
α+ strong µB+(u,v)> PCONNG−(u,v)(u,v)
α strong α− strong andα+ strong

β− strong µB−(u,v) = NCONNG−(u,v)(u,v)
β+ strong µB+(u,v) = PCONNG−(u,v)(u,v)
β strong β− strong andβ+ strong

αβ strong α− strong andβ+ strong
β α strong β− strong andα+ strong

δ−arc µB−(u,v)< NCONNG−(u,v)(u,v)
δ+arc µB+(u,v)< PCONNG−(u,v)(u,v)
δ arc δ−arc andδ+arc
αδ α−strongandδ+

β δ β−strongandδ+

δα δ− andα+strong
δβ δ− andβ+strong

Similarly, we can prove thatp+i j = min(µ+
A (vi),µ+

A (v j)) Hence from the above two cases, we can see thatNG = N2
G.

Therefore, the reachability matrix ofG is G itself.

Corollary 1. Let G= (A,B) be a CIVFG. ThenµB−(u,v) = NCONNG(u,v) andµB+(u,v) = PCONNG(u,v) for all arcs

(u,v) ∈ G.

Proof.Follows from theorem1 and theorem2.

Next we propose an algorithm to determine the nature of arcs in an IVFG using IVFNAM. See the table1 for various

types of arcs(u,v) in an IVFG,G and their requirements to be of that type[8].

2.4 Algorithm for determining the nature of(vi ,v j)(i 6= j) arc of an IVFG

Let G be an IVFG onn nodes. A non zero non diagonal entryni j of the corresponding IVFNAMNG indicates the existence

of a (vi ,v j) arc. The nature of such an arc can be determined using the following steps.

(1) Write the IVFNAMNG = ni j corresponding toG.

(2) Form the new matrixNG−(vi ,vj ) by replacing the entriesni j andn ji by [0,0]. Let it beSG.

(3) LetRi = si1,si2, . . . ,si j , . . . ,sin denotes theith row of SG.

Obtain the newsi j by the following procedure.

si j (new) = ∨n
k=1(sik(old)∧sk j(old))

(4) Do step 3. for every pairi, j = 1,2, . . .n.

(5) Form the matrixN2
G−(vi ,vj )

= [si j (new)]

(6) Repeat steps 3. and 4. with siks replaced by those obtained in step 3.

(7) Form the matrixN3
G−(vi ,vj )

= [si j (new)]

(8) Again repeat steps 3. and 4. with siks replaced by those obtained in step 6.

(9) Continue this process untilNk
G−(vi ,vj )

= Nk+1
G−(vi ,vj )

(10) FormRG−(vi ,vj ) = [r−i j , r i j+] = Nk
G−(vi ,vj )

, the reachability matrix ofG− (vi,v j)

(11) Findd−
i j = n−i j − r−i j andd+

i j = n+i j − r+i j
(12) Depending on the values ofd−

i j andd+
i j make the following conclusions:

(i) d−
i j > 0,d+

i j > 0⇒ (vi ,v j) is α strong
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(ii) d−
i j = 0,d+

i j = 0⇒ (vi ,v j) is β strong

(iii) d−
i j > 0,d+

i j = 0⇒ (vi ,v j) is αβ strong

(iv) d−
i j = 0,d+

i j > 0⇒ (vi ,v j) is β α strong

(v) d−
i j < 0,d+

i j < 0⇒ (vi ,v j) is a δ arc

(vi) d−
i j > 0,d+

i j < 0⇒ (vi ,v j) is a αδ arc

(vii) d−
i j = 0,d+

i j < 0⇒ (vi ,v j) is a β δ arc

(viii) d−
i j < 0,d+

i j > 0⇒ (vi ,v j) is a δα arc

(ix) d−
i j < 0,d+

i j = 0⇒ (vi ,v j) is a δβ arc

3 Interval valued Fuzzy incidence matrix

Definition 10. Let G= (A,B) be an IVFG. Then the interval - valued fuzzy incidence matrix(IVFIM) of G is the IVFM

with rows corresponding to v1,v2, . . .vn and columns corresponding to e1,e2, . . .em. It is denoted by EG = [ei j ] where

ei j =







[e−i j ,e
+
i j ] = [µ−

B (ej),µ+
B (ej)] i f the jth arc has one end vi ,

[0,0] otherwise.

3.1 Properties of Interval Valued Fuzzy Incidence Matrix

(1) EG is an×mmatrix

(2) Each column consists of exactly two non - zero equal entries as each arc is incident with exactly two nodes.

(3) The sum of all entries in the row corresponding tovi gives the degree ofvi .

(4) The sum of all entries ofEG gives twiceSG .

The next theorem relates the IVFIM of an IVFGG to the IVFNAM of the line graph ofG. We denote byET
G, the transpose

of the matrixEG

Theorem 3.Let G= (A,B) be an IVFG with IVFIM EG. Then ET
GEG = NL(G) where L(G) denotes the line graph of G.

Proof. Let G = (A,B) be an IVFG withn nodes andm arcs.Also letEG be the corresponding IVFIM. Clearly,EG is a

n×m symmetric IVFM. HenceET
G is am×n symmetric IVFM. ThereforeET

GEG is am×m IVFM. Let ET
GEG = [di j ] =

[di j− ,di j+ ] . Let L(G) be the line graph ofG. We have to show thatET
GEG = NL(G).

Let

EG =





















[a−11,a
+
11] [a

−
12,a

+
12] . . . [a

−
1 j ,a

+
1 j ] . . . [a

−
1m,a

+
1m]

[a−21,a
+
21] [a

−
22,a

+
22] . . . [a

−
2 j ,a

+
2 j ] . . . [a

−
2m,a

+
2m]

. . . . . . . . . . . .

[a−i1,a
+
i1] [a−i2,a

+
i2] . . . [a−i j ,a

+
i j ] . . . [a−im,a

+
im]

. . . . . . . . . . . .

[a−n1,a
+
n1] [a

−
n2,a

+
n2] . . . [a

−
n j,a

+
n j] . . . [a

−
nm,a

+
nm]





















Then

ET
G =





















[a−11,a
+
11] [a−21,a

+
22] . . . [a−i1,a

+
i1] . . . [a−n1,a

+
n1]

[a−12,a
+
12] [a−22,a

+
22] . . . [a−i2,a

+
i2] . . . [a−n2,a

+
n2]

. . . . . . . . . . . .

[a−1 j ,a
+
1 j ] [a−2 j ,a

+
2 j ] . . . [a−i j ,a

+
i j ] . . . [a−n j,a

+
n j]

. . . . . . . . . . . .

[a−1m,a
+
1m] [a

−
2m,a

+
2m] . . . [a

−
im,a

+
im] . . . [a

−
nm,a

+
nm]
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Let ET
GEG = [di j ] = [d−

i j ,d
+
i j ]. Clearly, from the above two IVFMs, wheni = j

d−
i j = [a−1i ∧a−1i]∨ [a−2i ∧a−2i]∨·· ·∨ [a−ii ∧a−ii ]∨·· ·∨ [a−ni ∧a−ni]

= a−1i ∨a−2i ∨·· ·∨a−ii ∨·· ·∨a−ni

= µ−
B (ei)

Similarly, d+
i j = µ+

B (ei). Wheni 6= j,

d−
i j = [a−1i ∧a−1 j ]∨ [a−2i ∧a−2 j ]∨·· ·∨ [a−ii ∧a−i j ]∨·· ·∨ [a−ni ∧a−n j]

= min(µ−
B (ei),µ−

B (ej)) i f ei and ej are incident

= 0 otherwise

Similarly,

d+
i j =







min(µ+
B (ei),µ+

B (ej )) i f ei and ej are incident,

0 otherwise.

Thus the diagonal entries (dii , i = 1,2, . . .m) of ET
GEG are the membership degrees of the corresponding

arcs(ei, i = 1,2, . . .m). Also di j is non zero if and only ifei andej are incident, the non zero value being the minimum of

membership degrees ofei andej . Now, clearly by the definition of the line graph ofG and IVFNAM, ET
GEG is same as

NL(G).

Definition 11. Let G= (A,B) be an IVFG. Then the interval - valued fuzzy node matrix (IVFNM) of G is the IVFM with

rows and columns corresponding to v1,v2, . . . ,vn. It is denoted by MG = [mi j ] where

mi j =







[m−
i j ,m

+
i j ] = [µ−

A (vi),µ+
A (vi)] i f i = j,

[0,0] otherwise.

Obviously,MG is a diagonal matrix and trace ofMG = O(G) .

Theorem 4.Let G= (A,B) be an IVFG with IVFAM AG, IVFNAM NG and IVFNM MG. Then AG = NG−MG where ’-’

denotes ordinary subtraction.

Proof.Proof follows from the definitions ofAG, NG andMG.

In crisp graph theory, adjacency matrix of the line graph of agraphG with n nodes andm arcs is related to the incidence

matrix of G by the formulaA(L(G)) = BTB−2Im whereB is the incidence matrix andIm denotes the identity matrix of

orderm [2]. But in IVFGs, IVFAM of the line graph of an IVFGG with n nodes andm arcs is related to the IVFIM ofG

by the following theorem.

Theorem 5.Let G= (A,B) be an IVFG with IVFIM EG and IVFNM MG. Then AL(G) =ET
GEG−ML(G) where L(G) denotes

the line graph of G.

Proof.Follows directly fromtheorem3 and theorem4.

4 Conclusion

In this paper, we have shown that Inteval-Valued Fuzzy Graphs (IVFG) can be completely represented using a special type

of Inteval Valued Fuzzy Matrix called Inteval Valued Fuzzy Node Arc Matrix (IVFNAM). Then we defined reachability
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matrix of an IVFG using IVFNAM and proved that the strength ofconnectedness between any two pair of vertices in an

IVFG can be found using the corresponding reachability matrix. We proposed an algorithm to determine the nature of

arcs in an IVFG using the reachability matrix. We also definedInteval Valued Fuzzy Incidene Matrix and Inteval Valued

Fuzzy Node Matrix of an IVFG, studied their properties and established relationships between those matrices. We have

also found a relationship between IVFIM and the IVFNAM of thecorresponding line graph.

Acknowledgment

The first author is thankful to the UGC for the award of TeacherFellowship under XII Plan.

Competing interests

The authors declare that they have no competing interests.

Authors’ contributions

All authors have contributed to all parts of the article. Allauthors read and approved the final manuscript.

References

[1] Akram, M. & Dudek, W. A. 2011. Interval-valued fuzzy graphs. Computers & Mathematics with Applications, 61(2), 289–299.

[2] Harary, F. 1969.Graph Theory, Addison-Wesley, Reading, MA.

[3] Narayanamoorthy, S., Tamilselvi, A. Karthick, P., Kalyani, S. & Maheswari, S. 2014. Regular and totally regular bipolar Fuzzy

hypergraphs.Applied Mathematical Sciences, 8(39), 1933–1940.

[4] Narayanamoorthy, S. & Tamilselvi, A. 2013. Bipolar Fuzzy Line Graph of a Bipolar Fuzzy Hypergraph .Cybernetics and

Information Technologies, 13(1), 13–17.

[5] Pal, A. & Pal, M. 2010. Some results on interval - valued fuzzy matrices.Proceedings of the 1st International Conference on

E-Business Intelligence (ICEBI2010), 554–560.

[6] Pal, M. & Rashmanlou, H. 2013. Irregular interval-valued fuzzy graphs.Annals of Pure and Applied Mathematics, 3(1), 56–66.

[7] Philip, A. M. 2017. Interval-valued fuzzy bridges and interval-valued fuzzy cutnodes.Annals of Pure and Applied Mathematics,

14(3), 473–487.

[8] Philip, A. M., Kalayathankal, S. J. & Kureethara, J. V. 2018. On different kinds of arcs in interval valued fuzzy graphs. Malaya

Journal of Mathematik,7(2), 309–313.

[9] Philip, A. M., Kalayathankal, S. J. & Kureethara, J. V. 2018. On energy and laplacian energy of interval-valued fuzzygraphs.

Submitted.

[10] Yeh, R.T. & Bang, S.Y. 1975. Fuzzy relations, fuzzy graphs and their applications to clustering analysis.Fuzzy Sets and Their

Applications to Cognitive and Decision Processes (Eds. LA Zadeh et al.), 125–149.

© 2019 BISKA Bilisim Technology


	Introduction
	Interval valued Fuzzy node arc matrix
	Interval valued Fuzzy incidence matrix
	Conclusion

