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ABSTRACT - We apply machine-learning techniques to construct linear, non-linear and ensemble machine learning algorithms. The linear comprises 

of logistic regression(LR), linear discriminant analysis(LDA) and least absolute shrinkage and selection operator (LASSO) while non-linear comprises of support 

vector machine(SVM), neural network(NN) and decision tree while ensemble learning are boosting, bagging and weighted average. We compared linear, non-

linear and ensemble learning using the entire feature in consumer credit data sets. In the first experiment, the study revealed that ensemble learning performs 

significantly well follow by non-linear and linear machine learning. In the second experiment, we use the selected features from genetic algorithms. It was 

observed that there was a slight improvement in the result obtained from some of the linear and non-linear machine learning but slight decrease in the result 

obtained from ensemble learning. The grading scale was used on the overall accuracy of area under the curve(AUROC) in which bagging and weighted average 

score between 90-100 grade and performs excellently well, boosting obtained 80-90 grade, support vector machine obtained 70-80 grade, logistic regression, 

linear discriminant analysis, neural network and decision tree obtained 60-70 grade and lasso performs worse with 50-60 grade. 

Keywords: Credit Worthiness, Consumers, Machine Learning, Ensemble Learning, Genetic Algorithms.  

              I.        INTRODUCTION 

The critical factor in macroeconomic and fundamental 

risk is delinquency and defaults of  buyer credit [1]. 

Credit agencies gather consumer credit information in 

order to compute a score to assess the credit value of 

the client; In any case, these  measurements do not 

adjust rapidly  to changes in customer behaviours and 

economic situations after some time [25][26]. The 

requirement for credit analysis was conceived in the 

beginnings of trade in collaboration with the 

borrowing and lending of cash, and the buying 

authorization to pay any obligation in future. 

However, the advanced ideas and thoughts of credit 

scoring analysis rose around 70 years  back with [8]. 

From that point forward, merchants have begun to 

accumulate data on the candidates for credit and list 

them to decide between loan or not certain measure of 

cash [4][22][20]. As indicated by Thomas [31] credit 

scoring is "a set of choice models and their basic 

methods that guide credit banks in the conceding of 

credit". A more extensive definition is considered in 

the present work: credit scoring is a numerical 

articulation in light of a level investigation of client 

credit value, an accommodating tool for appraisal and 

aversion of default risk, a vital technique in credit risk 

assessment, what’s more a functional exploration 

region in financial risk management [6].  In the 

meantime, the modern statistical and data mining 

techniques have given a huge commitment to the field 

of data science and are fit for building models to 

quantify the risk level of a single client conditioned to 

his attributes, and after that characterize him as a good 

or a bad payer as per his risk level. In this way, the 

primary thought of credit scoring models is to 

recognize the highlights that impact the installment or 

the non-installment conduct of the costumer as well as 

his default risk, occurring the classification into two 

groups portrayed by the decision on the 

acknowledgement or dismissal of the credit 

application [14]. Ref. [17] employed support vector 

machines. They utilized backpropagation neural 

network (BNN) as a benchmark and obtained 

prediction accuracy around 80% for both BNN and 

SVM strategies for the United States and Taiwan 

markets. Be that as it may, only slight change of SVM 

was observed. Rule extraction methods was proposed 

for SVM and present two others taken from the 

artificial neural networks area, being Trepan and G-

REX. The depicted techniques are compared utilizing 

publicly accessible datasets, such as, Ripley’s 

synthetic Dataset, multi-class iris dataset, medical 

diagnosis and credit scoring where intelligibility is a 

key prerequisite and even an administrative proposal. 

Their outcomes demonstrate that the SVM rule 

extraction techniques lose just a little percentage in 

performance compared to SVMs and in this manner 

rank at the highest point of comprehensible 

classification strategies by [7].   
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Ref. [15] and [24] noticed that in building practical 

scoring models, an extensive variety of statistical and 

more recently non-linear methods have been utilized. 

Here, the utilization of more complex non-linear 

techniques, such as neural networks, and support 

vector machines, to build credit scoring applications 

has seen critical increment in the detailed accuracy and 

performance on benchmark datasets [3].  Ref. [18] and 

[28] concurred that such progressed statistical 

techniques give a better option to traditional statistical 

methods, for example, discriminant analysis, probit 

analysis and logistic regression, when building 

practical models.  This perspective was additionally 

embraced by [23] who believed that the utilization of 

advanced techniques, such as neural networks, was 

fundamental on account of the capacity to model credit 

scoring data that exhibit cooperations and curvature.  

This can be contrasted with traditional linear 

techniques, such as, linear/logistic regression and 

linear discriminant analysis. Ref. [2] apply machine 

learning methods to develop nonlinear non parametric 

forecasting models of buyer credit risk. By 

collaborating client transactions and credit agencies 

information for  a sample of a noteworthy commercial 

bank’s clients.  

They are capable to build out-of-sample forecasts that 

essentially improve the classification rates of credit 

card holder delinquencies and defaults, with linear 

regression of delinquencies of 85%.  Ref. [32] use 

least squares SVMs with a Bayesian kernel to infer 

classifiers for corporate insolvency. They find no 

significant contrast between SVM, LR and LDA in 

terms of proportion of test cases correctly classified 

and no distinction between LR and SVM in terms of 

area under the ROC curve. Ref. [19] find SVMs 

outperform multi-layer perception for consumer credit 

information, but their outcomes are additionally based 

on a small sample size. Ref. [16] compare SVMs and 

a back-propagation neural network to predict 

corporate credit ratings however find a significant 

differences in performance. Ref. [17] find SVMs 

classify credit applications no more accurately than 

artificial neural nets (ANN) , decision trees or genetic 

algorithms (GA), and compared the relative 

significance of utilizing features chose by GA and 

SVM alongside with ANN and genetic programming. 

However, they utilize data sets far smaller and with 

fewer features than would  be used by a financial 

institution and do not compare the features selected by 

SVM alone, nor do they compare with methods used 

in practice such as LR.   

                 II.       METHODOLOGY 

The real world data sets use in this study is  presented 

in Table 1, the Australian credit data sets, are 

accessible from the UCI Repository of Machine 

Learning Databases [27] and are received thus to 

evaluate the predictive accuracy. The Australian credit 

data comprises of 307 instances of creditworthy 

applicants and 383 instances where credit is not 

creditworthy. Each occurrence contains 6 nominal, 8 

numeric attributes, and 1 class attribute (accepted or 

rejected). This dataset is fascinating in light of the fact 

that there is a descent blend of attributes: continuous, 

nominal with small numbers of values, and nominal 

with larger numbers of values. There are also a couple 

of  missing values.  

To secure the secrecy of information, the attributes 

names and values have been changed to meaningless 

representative data. In this study, linear (logistic 

regression, linear discriminant  analysis and least 

absolute shrinkage and selection operator ) and 

nonlinear (support vector machine, artificial neural 

network and decision tree) machine learning 

algorithms, along with three ensemble techniques 

(bagging, boosting and weighted average) are built 

and compared to each other using their predictive 

accuracy. To evaluate the performance of the 

predicted models a 10 fold cross validation approach 

was utilized. In 10 fold cross validation the whole 

dataset is partitioned into 10 mutually exclusive folds. 

Each fold is utilized once to test the performance of 

the predicted model that is generated from the 

consolidated information of the remaining nine folds, 

leading to 10 independent performance estimates. 

Classification  accuracy  highly  dependents  on  the  

nature  of  the  features  in  a  dataset which may  

contain unessential  or  redundant  data.   

Genetic Algorithms was utilized to upgrade the 

accuracy of the listed predictive model and to 

determine the best features among the dataset and all 

the  predictive models was subjected to the selected 

feature and the best accuracy was also acquired. The 

fundamental point of utilizing Genetic Algorithm for 

feature selection is to works on the feature  set  to 
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reduce  the  number  of  features and  improve  the  

classification  accuracy simultaneously. 

A pictorial depiction of this evaluation process is 

shown in Fig. 1. 

TABLE 1:  Australian Credit data on UCI Repository of Machine Leaning Databases 

Number Attributes Number of Instances Nominal Numeric 

14 690 6 8 

A. Logistic Regression (LR) 

Binary Logistic regression is a traditional statistical 

technique that is appropriate for examining the 

connection between a binary categorical response 

variable and at least one categorical or continuous 

independent variables. The model is generally 

presented in the following format: 

ln (
𝑝

1−𝑝
) =  𝑏𝑜 +  𝑏1𝑥1 +  𝑏2𝑥2 +  … + 𝑏𝑛𝑥𝑛                                               

(1) 

Where ln (
𝑝

1−𝑝
) defines the natural logarithm of the 

odds ratio, 𝑏 signifies the coefficients of parameters 

and 𝑥 represents the independent variables. 

B. Linear Discriminant Analysis (LDA)  

Linear Discriminant Analysis is a strategy created by 

[10]. It can likewise be called Fisher Discriminant 

Analysis. The primary goal of LDA is to isolate 

samples of distinct groups. Basically, it transforms 

data to an alternate space which optimally recognizes 

classes which can be allured to as the “between class 

(𝑆𝑏)” and “within class (𝑆𝑤)” are characterized as: 

𝑆𝑏 =  ∑ (𝜇𝑘 − 𝜇)(𝜇𝑘 −  𝜇)𝑇
𝑘                                                                     

(2) 

𝑆𝑤 =  ∑ ∑ (𝑥𝑖 − 𝜇𝑘)(𝑥𝑖 − 𝜇𝑘)𝑇
𝑖∈𝑘𝑘                                                           

(3) 

 Where 𝜇𝑘 is the mean of class 𝑘 and 𝜇 is the global 

total mean. The aggregate covariance matrix is 𝑆𝑡 =

𝑆𝑏 +  𝑆𝑤  . The central idea is to separate distinctive 

classes as much as could be expected (maximize the 

between – class scatter 𝑆𝑏) while gather each class as 

much as possible (minimize within-class scatter 𝑆𝑤) 

C Least Absolute Shrinkage and Selection 

Operator (LASSO) 

The LASSO is a shrinkage technique like ridge, with 

subtle but vital differences. Assume we have a set of 

training data set 𝑦 = (𝑦1, … , 𝑦𝑛)𝑇 is the response 

vector and 𝑥𝑗 = (𝑥1𝑗, … , 𝑥𝑛𝑗)
𝑇

, 𝑗 = 1, … , 𝑝 are 

linearly independent predictors. The LASSO estimate 

is defined by: 

𝛽𝑙𝑎𝑠𝑠𝑜 = 𝑎𝑟𝑔𝑚𝑖𝑛 ∑ (𝑦𝑖 − 𝛽0 − ∑ 𝑥𝑖𝑗𝛽𝑗

𝑝
𝑗=1 )

2
𝑁
𝑖=1

́
                               

(4) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∑ |𝛽𝑗| ≤
𝑝
𝑗=1  𝑡                                                   (5) 

where t is the upper bound for the whole of the 

coefficients. This LASSO problem can likewise be 

written in Lagrangian form equation as follows: 

𝛽𝑙𝑎𝑠𝑠𝑜 = 𝑎𝑟𝑔𝑚𝑖𝑛{∑
(𝑦𝑖 − 𝛽0 − ∑ 𝑥𝑖𝑗𝛽𝑗

𝑝
𝑗=1 )

2
+ 

𝜆 ∑ |𝛽𝑗|}
𝑝
𝑗=1                         (6)

𝑁
𝑖=1

́

                                                          

Where 𝜆 is the non negative regularization parameter. 

 

D. Support Vector Machine (SVM) 

This procedure is a statistical classification technique 

and presented by [34]. Given a training set {𝑥𝑖, 𝑦𝑖} , 

with 𝑖 = {1, … , 𝑛} where 𝑥𝑖 is the explanatory variable 

vector, and 𝑦𝑖 represents the binary category of 

interest, and 𝑛 signifies the number of dimensions of 

input vectors. SVM attempts to locate an optimal 

hyper-plane, making it a non-probabilistic binary 

linear classier. The optimal hyper-plane could be 

written as follows: 

∑ 𝑤𝑖𝑥𝑖 +  𝑏 = 0𝑛
𝑖=1                                                                                    

(7) 

where 𝑤 = 𝑤1, 𝑤2, … , 𝑤𝑛 is the normal of the hyper-

plane, and 𝑏 is a scalar threshold. 

E.  Artificial Neural Network (ANN) 

A neural network was presented by [29] is a 

framework based on input variables, moreover known 

as explanatory variables, joined by linear and non-

linear interactions through one or more hidden layers, 

resulting in the output variables, also called response 

variables. Neural networks were made trying to 

reproduce the human brain, since it is depends on 
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sending electronic signals between an immense 

number of neurons. The NN structure have 

components which get a measure of stimuli (the input 

variables), create synapses in a few neurons 

(activation of neurons in hidden layers), and results in 

reactions (output variables).  

F. Decision Trees (DT) 

Decision trees are a straight forward model that makes 

prediction by splitting the training data into pieces and 

essentially retained the outcome for each piece [11]. 

Likewise called classification and regression trees or 

CART, it is a natural non-parametric supervised 

learning model that produces exact predictions by  

effortlessly interpretable rules. The guidelines can be 

composed in plain English and can be effectively 

translated by human beings. The transparency of the 

models makes them extremely material to economic 

and financial applications. Besides, it can deal with 

both continuous and discrete data. 

G. Ensembles 

An ensemble comprises of a set of independently 

trained classifiers whose predictions are joined while 

characterizing novel instances. Past research has 

demonstrated that an ensemble  

is often more accurate than any of the single classifiers 

in the ensemble. Bagging [5], Boosting [11]; [30] and 

Stacking are moderately yet prevalent strategies for 

delivering ensembles. 

G.1 Bagging Bagging (Treebag) [5] is a “bootstrap” 

[9] Bagging, or bootstrap aggregation, utilizes 

bootstrap sampling to make numerous data sets on 

Collections on which method is then performed. The 

final prediction depends on an average of all the 

predictions made for each observation. By and large, 

bagging decreases the variance while leaving bias 

unaffected. The bagging algorithms conceptual 

procedure is outline: 

Algorithm 1  

For t number of iterations: 

   1. Test n observations with replacement t times to make t data sets of size n. 

   2. Apply the regression tree to every one of t data sets to make m models. 

   3. Store the m results. 

        1. Get the estimate from the predicted the class of n observations of the original data set. 

        2. Average the class predicted. 

 

 

In bagging, the resampling of the training set is not 

subject to the performance of the prior classifiers. In 

this work we inspect powerful algorithms Bagging 

Classification and Regression Tree (CART) (treebag).  

G.2 Boosting  

Boosting (Stochastic Gradient Boosting) [11]; [30] 

envelops a group of strategies. The focal point of these 

methods is to create a series of classifiers. The training 

set utilized for every individual of the series is chosen 

based on the performance of the earlier classifier(s) in 

the series. In Boosting, examples that are erroneously 

predicted by past classifiers in the series are chosen 

more regularly than examples that were correctly 

predicted. Along these lines, Boosting attempts to 

produce new classifiers that are better to predict cases 

for which the present ensemble’s performance is poor.  

In this research, we analyse powerful types of 

Boosting named Stochastic Gradient boosting which 

depends on a gradient descent search for optimizing 

the underlying loss function to determine both the 

weights and the learner at each iteration [12]. The 

Stochastic Gradient Boosting algorithm with the 

gradient boosting modification depends on the 

regularization parameter ν ∈ [0, 1], the alleged 

learning rate. A reasonable model of the algorithm is 

given: 

Algorithm 2  

1:  Initialize F(x) := 0  

2:    for m = 1 to M do  

3:      Set   𝑤𝑖 =  −
𝛿𝐿(𝑦,𝑔)

𝛿𝑔
|𝑔=𝐹(𝑥)

 

4:      Fit  𝑦 = 𝜂(ℎ𝑚(𝑥)) as the base weighted classifier utilizing |𝑤𝑖|, with training sample  

          𝜋𝑚  

5:      Compute line search step  𝛼𝑚 = 𝑎𝑟𝑔𝑚𝑖𝑛𝛼 ∑ 𝐿(𝑦𝑖 , 𝐹(𝑥) +  𝛼𝜂(ℎ𝑚(𝑥𝑖)))𝑖𝜖𝜋𝑚
 

6:      Update 𝐹(𝑥) = 𝐹(𝑥) +  𝜈𝛼𝜂(ℎ𝑚(𝑥𝑖)) 

7:  end for  
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On account of exponential loss, the line search step 

solution Step 3 can be written as: 

𝛼𝑘 =  𝛼𝑘−1 −  (𝜂𝑇𝑃(𝛼𝑘−1)𝜂)−1 (𝑦𝑇𝑃(𝛼𝑘−1)𝜂)                                               

(8) 

where 𝑃(𝛼𝑘−1) = 𝑑𝑖𝑎𝑔(𝑃𝑖(𝛼𝑘−1)), 𝑃𝑖(𝛼𝑘−1) =

 𝜔𝑖𝑒−𝛼𝑦𝑖𝜂𝑖 and 𝑤𝑖 = 𝑒−𝑦𝑖𝐹(𝑥𝑖) 

G.3 Weighted Average(WA)  

The weighted average rule joins the mean and the 

weighted majority voting rules, where the weights are 

connected not to class labels, but rather to the actual 

continuous outputs. The weights can be acquired 

during the ensemble generation as part of the regular 

training, or a different training can be utilized to 

acquire the weights, for example, in Mean  error. 

Normally, every classifier gets a weight, despite the 

fact that it is possible to allot a weight to every class 

output apply distinctive weights to every one of the 

algorithms [14]. The algorithms models for the 

weighted average is provided:

  
Algorithm 3  

 1:  K closest neighbourhood, Logistic regression and Random forest  algorithms are trained on training data. These are the 

three classifiers utilized in this research. 

2: Apply cross validation (k-fold) on all the three models utilizing training data.  

3: Calculate and save predicted probabilities from every one of the 10 folds. 

4: Combine the predicted probabilities. 

5:  Determine least error on data set prepared in step 4. 

6: Assign weights on every one of the coefficients based on the least error. 

7: Predict on test data using trained models. 

8: Calculate Ensemble Learning Prediction Probability Score by multiplying weights with  

predicted scores. 

 

 
Ensembling Learning = 𝑤1𝑝𝑘𝑛𝑛 +  𝑤2𝑝𝑙𝑟 +  𝑤3𝑝𝑟𝑓 

Where 𝑤1 is the weight of k closest 

neighbourhood, 𝑤2 weight of logistic 

regression, 𝑝𝑘𝑛𝑛 predicted probability of k closest 

neighbourhood algorithm, 𝑝𝑙𝑟 predicted probability 

of logistic regression and 𝑝𝑟𝑓 predicted probability of 

random forest. 

H. Genetic Algorithms (GA)  

Performing feature selection with GAs requires 

conceptualizing the procedure of feature selection as 

an optimization problem and after that mapping it to 

the genetic structure of random variation and natural 

selection. Individuals from a given generation of a 

population mate to create offspring who acquires 

genes (chromosomes) from both parents. Random 

mutation modifies a small part of child’s genetic 

material. The offspring of this new generation who are 

genetically most fit produce the next generation to 

come. In the feature selection setting, individuals 

progress towards becoming a prediction problem. 

Chromosomes (sequences of genes) are modelled as 

vectors of 1’s and 0’s with a 1 showing the presence 

of a feature and a 0 its absence. The reproduced 

genetic algorithm at that point does the following: it 

chooses two individuals, randomly chooses a split 

point for their chromosomes, maps the front of one 

chromosome to the back of the other (and vice versa) 

and after that randomly transforms the subsequent 

chromosomes according to some predetermined 

probability. In this study, table 2 give point of interest 

parameters utilized as a part of choosing the best 

features of the Australian credit Data sets: 
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TABLE 2: Parameters Set for GA 

Parameter  Value 

Population of Chromosomes [0,1] 

 

Total number of Chromosomes 200 
  

Maximum Generation 50 

 
Mutation Probability 0.9 

  

Crossover Single point crossover 
 

Mutation Single point mutation 

 
K fold cross validation 

 
10 

                       III. RESULTS 

In the first set of experiments, we utilized every 

features in the Australian credit data set and  the 10 

fold cross validation on all the machine learning 

utilized in this paper. Based on the10-fold cross-

validation for Linear machine learning, the Least 

Absolute Shrinkage and Selection Operator (LASSO) 

produced the best results with an overall prediction 

rate of 67.49%, and the Linear Discriminant Analysis 

(LDA) came out as the runner up with an overall 

prediction rate of 67.29%, followed by Logistic 

Regression(LR) with overall prediction rates of 

67.08% (see Table 3).  

A careful examination of these results uncovers that 

the prediction accuracy for the “Good” class is 

significantly higher than the prediction accuracy of the 

“Bad” class. In fact, all the three linear model types 

predicted the customers who are likely to receive good 

loan with better than 66% accuracy while they did 

poorly on predicting the bad loan. In non-linear 

machine learning, Decision Tree (DT) produced the 

best results with an overall prediction rate of 71.64%, 

and  Neural Network (NN) came out second with an 

overall prediction of 67.91%, followed by Support 

Vector Machine (SVM) with an overall prediction rate 

of 67.49% (see Table 4).  

Ensemble model was also considered in this paper, 

Bagging (treebag) produced the best result with 

overall prediction rate of 99.59%, while Weighted 

Average (WA) came out second with an overall 

prediction of 94.41% and boosting (sgb) fell on third 

position with an overall prediction of 76.19%.  The 

results revealed that bagging and Weighted average 

perform excellently well than boosting, results is 

shown in Table 5. By comparing Ensemble, Nonlinear 

and linear models of machine learning. The results 

showed a better performance in bagging and weighted 

average of ensemble learning to a total above 94%. 

This proved that combining different machine 

learning can definitely improve the accuracy of the 

model.    

 

TABLE 3: Linear Prediction results for 10 fold cross validation 

                   LR                      LDA                  LASSO 

 Bad  Good  Bad  Good  Bad  Good 

Bad 1.04%  1.45%  1.03%  1.24%  0%  0% 

            

Good 31.47%  66.05%  31.47%  66.25%  32.56%  67.49% 

Balanced  

Accuracy 

50.52%    50.67%    50%   

Overall 

Accuracy 

67.08%    67.29%    67.49%   
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TABLE 4: Non Linear Prediction results for 10 fold cross validation 

                   SVM                 NN                   DT 

 Bad  Good  Bad  Good  Bad  Good 

Bad 0%  0%  8.90%  8.49%  12.42%  8.28% 

            

Good 32.56%  67.49%  23.60%  59.01%  20.08%  59.21% 

Balanced  

Accuracy 

50%    57.41%    62.97%   

Overall 

Accuracy 

67.49%    67.91%    71.64%   

            

 

TABLE 5: Ensemble Models Prediction results for 10 fold cross validation 

  Boosting(sgb)          Bagging(treebag)                  WA 

 Bad  Good  Bad  Good  Bad  Good 

Bad 10.55%  1.86%  32.09%  0%  26.92%  0% 

            

Good 21.95%  65.63%  0.41%  67.49%  0.41%  67.49% 

Balanced  

Accuracy 

64.86%    99.36%    91.4%   

Overall 

Accuracy 

76.19%    99.59%    94.41%   

            

 

In the next round of experiments, we utilized Genetic 

Algorithms for feature selection of the dataset in 

which nine out of fifteen was selected from Australian 

credit data set. In realizing this, we utilized all the 

selected features  for all the algorithms which include 

linear, non linear and ensemble models. Using a 10-

fold cross-validation methodology, we developed and 

tested prediction models for all the model types. The 

results of these experiments are shown  in Table 6, 7 

and 8. Based on linear prediction results, logistic  

regression (LR) and linear discriminant analysis 

(LDA) shows a slight improvement rate of 67.49% 

(see Table 6) when compared with results obtained in 

Table 3 but there is no improvement in least absolute 

shrinkage and selection operator (LASSO). In 

nonlinear prediction results, there is an improvement 

in decision trees (DT) and Neural network (NN) as 

shown in Table 7 but no improvement in the accuracy 

results of support vector machine (SVM). Also, in 

ensemble models  it turns out that there was a slight 

improvement in overall accuracy of boosting methods 

(see Table 8) but there was a slight decrease of overall 

accuracy of 99.38% in bagging and wider decrease 

overall accuracy of 88.41% in weighted average. By 

comparing the results of Table 3 – 8, the results 

obtained shows that feature selection can improve the 

overall accuracy of linear (logistic regression (LR) and 

linear discriminant analysis (LDA), non-linear 

(decision tree (DT) and neural network (NN)) and 

ensemble models  (boosting(sgb)) but no 

improvement in the other two ensemble model which 

includes bagging and weighted average.  

TABLE 6: Linear Prediction results for 10 fold cross validation for GA Selection 

                   LR                      LDA                  LASSO 

 Bad  Good  Bad  Good  Bad  Good 

Bad 1.04%  1.04%  1.04%  1.04%  0%  0% 

            

Good 31.47%  66.46%  31.47%  66.46%  32.56%  67.49% 

Balanced  50.83%    50.83%    50%   
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Accuracy 

Overall 

Accuracy 

67.49%    67.49%    67.49%   

            

TABLE 7: Non Linear Prediction results for 10 fold cross validation for GA Selection 

                   SVM                 NN                   DT 

 Bad  Good  Bad  Good  Bad  Good 

Bad 0%  0%  3.52%  2.69%  10.97%  5.8% 

            

Good 32.51%  67.49%  28.99%  64.80%  21.53%  61.7% 

Balanced  

Accuracy 

50%    53.42%    62.58%   

Overall 

Accuracy 

67.49%    68.32%    72.67%   

            

 

TABLE 8: Ensemble Models Prediction results for 10 fold cross validation for GA Selection 

     Boosting(sgb)        Bagging(treebag)             WA 

 Bad  Good  Bad  Good  Bad  Good 

Bad 11.59%  2.07%  29.41%  0.41%  31.64%  0% 

            

Good 20.91%  65.42%  3.11%  67.08%  0.83%  67.49% 

Balanced  

Accuracy 

66.3%    99.04%    82.17%   

Overall 

Accuracy 

77.02%    99.38%    88.41%   

            

AUROC is a shortened form for area under receiver 

operation characteristic curve. Accuracy of the models 

is measured by AUROC. Fig. 1 is the graphical 

representation of values acquired from AUROC, the 

red shading bar showed all the feature used in the data 

sets while the blue shading bar displayed the selected 

nine features from the credit data sets. The blue and 

red shading  is grouped in pairs based on the results 

obtained from AUROC. Table 9 comprises of 

percentage grade obtained from Fig.1 and models is 

categorized in the grades they belong. Bagging and 

WA is graded in A category due to its excellent 

performance; Boosting is graded in B category; SVM 

is graded in C category;   LR, LDA, NN, DT is in D 

category while LASSO perform woefully categorized 

in E.

 

FIGURE 1. Graphical representation of the area under receiver operating characteristics curve 
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TABLE 9: Grading Scale for AUROC 

Grade Scale Grade Description Prediction Models 

A 90-100 Excellent Bagging, WA 

B 80-90 Good Boosting 

C 70-80 Fair SVM 

D 60-70 Pass LR, LDA, NN, DT 

E 50-60 Fail LASSO 

 

   IV. DISCUSSION AND CONCLUSION 

In this comparative study we have experiments on 

various machine learning models, and studied their 

performance  in  real-life Australian credit data sets. 

Linear, Non linear and Ensemble method that have yet 

to be fully researched in credit risk worthiness were 

also chosen to give a broader review of the techniques 

available. The results of these experiments show that 

the bagging and weighted average classifiers 

performed well with overall performance of between 

94-99%.  It does appear that in extreme cases the 

ability of bagging and weighted average can be used 

to modeled all the features in the data set.   

The linear and nonlinear prediction model used in this 

paper gave results that were reasonably competitive 

between the two techniques and this competitive 

performance continued even after feature selection of 

the data sets. This would suggest that the currently 

most popular approaches are fairly robust. On the 

other hand, techniques such as LASSO and SVM did  

not showed any better improvement after feature 

selection. It can also be concluded that the use of 

Bagging and weighted average would be beneficial in 

the scoring of data sets where a very large feature was 

used. 

Further work that could be conducted, as a result of 

these findings, would be to firstly consider other 

ensembles approach which are average, majority 

voting and stacking approach. Such an approach 

would allow in picking a base-learner to select the best 

model to classify an observation. However, another 

interesting extension to the research would be to apply 

these techniques on much larger data sets which 

display a wider variety of class distributions. It would 

also be of interest to look into the effect of not only the 

percentage class distribution but also the effect of the 

actual number of observations in a data set. 
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