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Abstract: Text categorization, namely text classification aims to predict the predefined labels (moods, subjects, etc.) of the given
documents. It has been so difficult to categorize the text data in terms of their defined labels since the amount of online information
increases day by day. Most of the real-world text datasets consist of too many unlabeled and a few labeled documents (instances).
Therefore in this study we aim to use a collective semi-supervised approach that utilizes both unsupervised and supervised learning
techniques for categorization of text. In numerical experiments we utilize The Movie Reviews text dataset and implement the
suggested algorithm on it. MATLAB and WEKA software programs are used in the implementations. For performance evaluations we
use accuracy results and running times. Obtained results are presented in tables.
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1 Introduction

Text categorization, namely text classification aims to predict the predefined labels (moods, subjects, authors, titles etc.)
of the given documents. Due to the heavy increase of online information, it has been so difficult to categorize the text
data as required. There are various researches presented for the aim of categorization of text data in the literature. The
commonly used techniques are data mining techniques. Data mining, also called Knowledge Discovery in Databases
(KDD), is the field of discovering novel and potentially useful information from large amounts of data [5]. Data
classification defined in data mining, aims to classify the future data in terms of the predetermined labels by using the
given data. Data classification techniques have three typesaccording to the used datas’ labels. If the current dataset
consist of entirely labeled data, supervised classification techniques are used, if it has a few labeled and many unlabeled
data, semi-supervised techniques are used and if it consisits of entirely unlabeled data, unsupervised techniques areused
for data classification.

Since most of the real-world text datasets consist of too many unlabeled and a few labeled documents (instances), in this
study we will study on semi-supervised classification for categorization of text. In the literature there can be found
various semi-supervised classification techniques as selftraining [22], co training [3], transductive support vector
machines [4], graph based methods [20]. A brief review of these techniques can be found in [15]. In addition to these
approaches some researches collective text classifiers formore effective classification. The suggested collecitve
approaches till 2016 are reviewed in [11].

In this study, we experiment the approach that combines an unsupervised and supervised technique. This approach was
firstly defined in [16] but not experimented in text classfication. Here we aim to get good performance results by using
this approach in text classification. In this approach labeled points are used for determining the center points of the
classes by using an unsupervised technique,k-means clustering method. Then the unlabeled points are labeled according
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to the obtained center points. After this process we have a dataset that we can make supervised learning on. In the
following section the used clustering method and how the unlabeled points are labeled will be explained. Then the
suggested algorithm will be presented step by step. In the third section, used dataset for the case study will be explained
and the data preparation processes will be expressed. In thefourth section obtained results will be presented in tablesand
comments on the results are made. Finally in the last sectionthe paper is concluded.

2 Text categorization

In this section, text categorization namely text classification will be explained. The main aim in text categorization is
classifying the documents into a fixed number of predefined classes (labels). The effectiveness of the used algorithm in
this process is so important but the proecesses before the implementation of the algorithm has also importance on getting
satisfying good results. The steps of this process can be given as follows:

(1) Determining of text data collection: First thing to do in text categorization is determining thetext data collection.
These document collections consist of many words.

(2) Text preprocessing: The text documents are simplified. These words are cleaned out from stop words, conjunctions,
meaningless expressions and then root of words are determined, e.g. classification to classify, application to apply.
Commonly the steps taken in text preprocessing are Tokenization and Removing Stop Words like frequently occurring
“the”, “a”, “an” etc. [2].

(3) Attribute selection: In attribute selection also known as feature selection, relevant words (every word can be thought
as a feature in text categorization) in the preprocessed documents are detected and the rest of the words are left out
from the process. An effective attribute selection increases the effectiveness of the algorithms and also decreases the
running time.

(4) Text transformation: In text transformation, documents are defined with a goal- oriented suitable representation for
learning algorithm. Namely unstructured data should be transformed into structured data. Here the aim is to reduce the
complexity of the documents for an easy managing procedure by transforming the full text version of the document
to a document vector. Vector space model (SMART) where documents are represented by vectors of words, is the
commonly used document representation [2].

(5) Data mining: In data mining step, the most convenient method and algorithm is chosen and implemented to the
transformed dataset. In the literature Naive Bayes [7], Rocchio’s method [10],k- nearest classifier [18], Support vector
machine (SVM) [12], decision tree (DT) [9], polyhedral conic functions (PCFs) [17] are used for text classifaction.
Besides, different classifiers are combined to classify thetext data. The review of collective text classifiers were
presented in [11].

(6) Evaluation: In performance evaluations, many measures have been used,such as F-measure, fallout, error, accuracy,
cross validation etc. In this paper, accuracy values determined in results and finding section is used.

3 Methodology

In this section the used unsupervised and supervised techniques in data mining step of the suggested text categorization
algorithm will be expressed. How the two techniques are combined will be explained and lastly the suggessted algorithm
will be presented in step form. For labeling the unlabeled points we utilize from commonly used clustering method,
k-means.k- means clustering method was firstly proposed by Mac Queen in1967 to partition the unlabeled dataset intok
parts in terms of the similarities. k-means algorithmis given as follows in [1].

Step 1. Choose a seed solution consisting ofk centers (not necessarily belonging to A);
Step 2. Allocate data points to its closest center and obtaink-partition of A;
Step 3. Recompute centers for this new partition and go to Step 2 until no more data points change cluster.
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In this study, this algorithm is used to obtaink center points of the classes by using the labeled data. We implement this
algorithm for each of the class and we obtain k center points for each of one all. Then we label each unlabeled data by
the closest center’s label. We use euclidian distance in thecalculations as follows.

If a = (a1, a2,..., an) andb = (b1, b2,..., bn) aren-dimensional two data, then the distance (d) from a to b is given by the
formula:

d =
n

∑
i=1

√

(ai −bi)2.

After labeling the unlabeled points we obtain a dataset thatwe can implement all supervised classification algorithms on.
In this study we experiment J48, Logistics, ClassificationViaRegression and NaiveBayes algorithms since they are easily
accessible in Waikato Environment Knowledge Analysis (WEKA). These methods are expressed briefly below and also
a detailed review of these methods can be found in [19].

J48: (J48) is an algorithm used to generate a decision tree developed by Ross Quinlan mentioned earlier [14].

Logistics: Logistic regression is an alternative method tothe Linear Discriminant Analysis that generates classifier
functions to separate two or more groups by minimizing the misclassification cost [13].

ClassificationViaRegression: It uses regression methods for classification. Class is binarized and one regression model is
built for each class value [8].

NaiveBayes: Bayesian classifiers assign the most likely class to a given point described by its feature vector.

The step form of the suggested algorithm can be given as follows [16].

Step 0. (Initilization): Determine the number of clusters that will be used in the clustering algorithm and seperate the
given dataset in terms of their labels (datasets for each of the labels and one for the unlabeled).

Step 1.Find center points of each of the labeled datasets viak-means clustering algorithm.

Step 2.Label each unlabeled point as the closest center points’ label by using euclidian distance.

Step 3.Redetermine the given dataset in accordance with the new labeled data.

Step 4.Implement a supervised data classification algorithm on theredetermined dataset.

Step 5.Define the obtained function or model that separates the classes and STOP.

4 Dataset preparations

For the text categorization experiment on the suggested algorithm, we use a predefined “Movie Reviews” text dataset that
is constituted by Kaya A. and Amasyalı M. F. in 2010 and accessible in (www.kemik.yildiz.edu.tr).It has three different
classes as “negative, positive and neutral” For each of the class it has 35 movie review documents. Totally it has 105
instances. It has 6440 attributes that is found by text2arffsoftware program, accessible in (www.kemik.yildiz.edu.tr). The
attributes of the instances (review documents) are defined by the number of every word stem (wi) exists in the document.
These numerical details are also shown in Table 1.

Table 1: Details of movie reviews dataset.

Number of attributes Number of review
documents

Number of Negative
Reviews

Number of Positive
Reviews

Number of Neutral
Reviews

6440 105 35 35 35
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We decrease the dimension of the problem by using a feature selection algorithm, InfoGainAttributeEval in WEKA
machine learning software program. This algorithm evaluates the worth of an attribute by measuring the information gain
with respect to the class. We choose the attributes whose rank values are bigger than 0 (>0). Thus in the experiments,
we use just 130 attributes. The other details are left alone.Since we study on a numerical dataset, we assign the labels
positive, negative and neutral respectively as 0, 1 and 2. Inthe implementations %5, 10 %, 15% and % 20 of the whole
data are used as labeled and the remain as unlabeled data since we are making semi-supervised learning.

5 Results and findings

In the numerical experiments we use accuarcy and running times as performance evaluations. We use the whole (10 %0)
dataset for testing. Accuracy value is calculated as follows:

accuracyvalue=
number o f correctly classi f ied documents×100

number o f all documents
.

WEKA (Waikato Environment Knowledge Analysis) and MATLAB (Matrix Laboratory) software programs are used for
implementations. For step 1 and 2 the implementations are done on MATLAB by writing codes and for step 4 and 5 we
use WEKA software program since it has currently ready to usecodes of the supervised classification algorithms. We
implement J48 decision tree, Logistics, ClassificationViaRegression and NaiveBayes algorithms that are accessible in
WEKA classifiers package for the supervised classification processes. For observing the effects of the unlabeled points,
we also implement the supervised classification algorithmsjust on the each 5%, 10 %, 15% and 20% of the whole data as
labeled data. Obtained results are given in Table 2 and 3. Besides these implementations, we applied different collective
semi-supervised methods in literature on WEKA for more confidential results on the case study. The used collective
semi-supervised methods are expressed briefly as follows and the results are presented in Table 4.

YATSI: “Yet another two stage idea” was defined in 2006 by Driessens and his friends [6]. It is a collective classifier that
uses the given classifier to train on the training set and labeling the unlabeled data. The chose of classifier and nearest
neighbour search algorithm is made by the experimenter.

LLGC: LLGC (Learning with local and global consistency), was presented in 2003 by Zhou and his friends [21]. It is a
collective classifier that generates a smooth classifier function for labeled and unlabelled data.

Weighting: It is a collective classifier that uses one classifier for labeling the test data after training on the train set. In the
applications J48 classifier is used for labeling the test data.

Table 2: Results of suggested semi-supervised algorithms.

A* 5% 10% 15% 20%
Accuracy
(%)

Time
(sec)

Accuracy
(%)

Time
(sec)

Accuracy
(%)

Time
(sec)

Accuracy
(%)

Time
(sec)

J48 82.85 0.03 82.85 0.02 39.04 0.01 82.85 0.05
Logistics 97.14 0.09 97.14 0.11 42.85 0.09 97.14 0.2
ClassificationviaRegr. 74.28 0.25 74.28 0.07 37.14 0.04 74.28 0.14
Naive Bayes 85.71 0.01 85.71 0.01 52.38 0.01 85.71 0.01

A*=k-means on labeled points and labeling unlabeled ones + Supervised classification technique on the new dataset.
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Table 3: Results of supervised algorithms.

B* 5% 10% 15% 20%
Accuracy
(%)

Time
(sec)

Accuracy
(%)

Time
(sec)

Accuracy
(%)

Time
(sec)

Accuracy
(%)

Time
(sec)

J48 36.19 0.02 47.61 0.01 54.28 0.01 48.57 0.02
Logistics 46.66 0.01 55.23 0.01 65.71 0.01 63.80 0.09
ClassificationviaRegr. 34.28 0.02 49.52 0.01 57.14 0.02 54.28 0.15
Naive Bayes 49.52 0.02 57.14 0.01 64.76 0.01 68.57 0.01

B*=Supervised classification technique on labeled points.

Table 4: Results of WEKA collective classification algorithms.

C* 5% 10% 15% 20%
Accuracy
(%)

Time
(sec)

Accuracy
(%)

Time
(sec)

Accuracy
(%)

Time
(sec)

Accuracy
(%)

Time
(sec)

YATSI 32.00 0.01 38.29 0.01 37.07 0.01 40.47 0.01
LLGC 32.00 0.01 30.85 0.01 30.33 0.01 29.76 0.01
Weighting 32.00 0.01 35.10 0.01 30.33 0.01 44.04 0.01

C*=Collective Classification Algorithms.

The comments on the results are given as follows.

(1) On the whole implementations (except 15%), when we compare the Table 2 and Table 3 results, we get better accuracy
results by using unlabeled documents in the classification process, in other words by using suggested semi-supervised
learning algorithm for text categorization.

(2) In the implementation of 15% labeled data, thek- means clustering algorithm can not reflect the real structure of the
dataset so we cannot get effective results. It should not be forgotten that the chose of the labeled points are made
randomly for each of the implementations.

(3) The running times are so close to each other so we cannot make any strict comments on the compilation time of the
algorithms.

(4) When we compare the accuracy results of WEKA collective classification algorithms in Table 4 with the suggested
method’s results in Table 2, it is seen that higher accuracy results are obtained by the suggested semi-supervised
algorithm. When we compare the running times, it is seen thatWEKA collective classification algorithms are more
effective since WEKA is a collection of ready to use Java codes of machine learning algorithms.

6 Conclusion

In this study a semi-supervised algorithm is experimented for text categorization. Two data mining methods are
combined. Firstly for labeling the unlabeled data, k-meansmethod is used then a chosen supervised classification
algorithm is implemented on the rearranged dataset. In the numerical experiments, we utilized a text dataset, Movie
Reviews after making feature selection and data preparations. Since it is a labeled dataset, in the implementations 5%,
10%, 15% and 20% of the points are used as labeled and the remain as unlabeled points. For performance evaluations,
accuracy and running times are presented in tables. To see the effect of the unlabeled points on the suggested approach,
supervised classification algorithms are also implementedon given labeled points separately and the original datasetis
used in testing. According to the obtained results, suggested collective semi-supervised classification approach get
convincing good results in terms of the accuracy values in text classification.
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