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Abstract: In this paper we introduce and study the concept of density ofmoduli with respect to the probabilistic norm in a probabilistic
normed space, wheref is a unbounded modulus function . Also we are trying to investigate some relation between the ordinary
convergence and module statistical convergence for every unbounded modulus function.
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1 Introduction

Looking through historically to statistical convergence of single sequences, we recall that the concept of statistical
convergence of sequences was first introduced by Fast [21] as an extension of the usual concept of sequential limits.
Schoenberg [24] gave some basic properties of statistical convergence andalso studied the concept as a summability
method. Most of the existing works on statistical convergence have been restricted to real or complex sequences except
the works of Kolk [9], Maddox [23] and Cakalli [20]. More recently, the notion of statistical convergence hasbeen used
as a tool by many mathematicians to solve many open problems in the area of sequence spaces and summability theory
and some other applications as well. One may refer to ([25],[23],[19],[31],[32],[36],[15],[10],[11],[12],[13]).

In 2014, A. Aizpuru et al. [27] introduced a new concept of density for sets of natural numbers with respect to the
modulus function. They studied and characterized the generalization of this notion of f -density with statistical
convergence and proved that ordinary convergence is equivalent to the module statistical convergence for every
unbounded modulus function. Savaş and Borgohain [17] introduced some new spaces of lacunaryf -statistical
A-convergent sequences of orderα.

An interesting and very useful generalization of the notionof metric space was introduced by Menger [26] under the
name of statistical metric space, which is now called probabilistic metric space. The idea of Menger was to use
distribution functions instead of nonnegative real numbers.

The most fascinating application of the probabilistic metric space in quantum physics arises in string and El Naschie’s
ε∞-theory ([28],[29],[30]). In fact the probabilistic theory has become an area of active research for the last forty years. It
has a wide range of applications in functional analysis [33]. An important family of probabilistic metric spaces are
probabilistic normed spaces (briefly, PN-spaces). The notion of probabilistic normed spaces was introduced by Sherstnev
[2] in 1963 and later on studied by various authors, see ([7],[8]).
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In [1], Alotaibi studied the notion ofλ -statistical convergence for single sequences in probabilistic normed spaces. Also
Savas and Mohiuddine [18] studiedλ -statistically convergent double sequences in probabilistic normed spaces.

2 Preliminary Concepts

A sequence(xi) of real numbers is statistically convergent toL if for arbitraryε > 0, the setK(i) = {i ≤ k : |xi −L| ≥ ε}
has natural density zero, .i.e.,

lim
k

1
k

i

∑
j=1

χK(i)( j) = 0,

whereχK(i) denotes the characteristic function ofK(i).

A modulus function ([22]and [10]) is defined as a functionf : R+ → R+ which satisfies:

(1) f (x) = 0 if and only if x= 0.
(2) f (x+ y)≤ f (x)+ f (y) for everyx,y∈ R+.
(3) f is increasing.
(4) f is continuous from the right at 0.

It is clear that a modulus function must be continuous onR+. Examples of moduli aref (x) = x
1+x and

f (x) = xp,0< p≤ 1.

Let A⊆N, we meanf -density ofA if δ f (A) = lim
k

f (|A(i)|)
f (k)

, (in case this limit exists )whereA(i) = {k∈ A : k≤ i} and f

is an unbounded modulus function.

Let (xi) be a sequence inX (X is a normed space). If for eachL > 0, A= {i ≤ k : ‖xi −L‖> ε} has f -density zero, then
it is said that thef -statistical limit of(xi) is L ∈ X, and we write it asf − statlim

k
xi = L. Note thatδ (A) = 1− δ (N\A).

A triangular norm (t-norm) is a continuous mapping∗ : [0,1]× [0,1] → [0,1] such that([0,1],∗) is an abelian monoid
with unit one andc∗d ≥ a∗b if c≥ a andd ≥ b for all a,b,c,d ∈ [0,1].

Let X be a real linear space andN : X → D, whereD is the set of all distribution functionsg : R → R
+
0 such that it is

non-decreasing and left-continuous with inf
t∈R

g(t) = 0 and sup
t∈R

g(t) = 1.

The probabilistic norm orN-norm [6] is a triangular norm satisfying the following conditions:

(1) Np(0) = 0,
(2) Np(t) = 1 for all t > 0 iff p= 0,

(3) Nα p(t) = Np

(

t
|α |

)

for all α ∈ R\{0} and for allt > 0,

(4) Np+q(s+ t)≥ Np(s)∗Nq(t) for all p,q∈ X ands, t ∈ R
+
0 ;

whereNp meansN(p) andNp(t) is the value ofNp at t ∈ R. (X,N,∗) is named as a probabilistic normed space , in short
PN-space.

In this paper, we study the density on moduli with respect to the probabilistic normN in the PN-space(X,N,∗). We also
investigate some results on the new concept offN-statistical convergence with the ordinary convergence. Also we find
out some new concepts onf ∗N-statistically convergent and try to find out new results related to this. Moreover, the
concepts off -statistical limits,f -cluster points andf -equivalence are introduced and try to find out the relationsamong
them.
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3 Main results

Definition 1. Let (X,N,∗) be a PN-space. Then a sequence x= (xi) is said to be f -statistically convergent to L with

respect to the probabilistic norm N provided that, for everyt > 0 andµ > 0,

lim
k

f (|{i ≤ k : Nxi−L(t)≤ 1− µ}|)
f (k)

= 0.

We define it as fN − stat− lim
i

xi = L andΩ f
N is the collection of all fN-statistically convergent sequences with resepct to

the probabibilistic norm N.

We begin with the following observation.

Corollary 1. For any unbounded modulus f , if a sequence(xi) is convergent to L with respect to the probabilistic norm

N , then it is fN − statlim xi = L. But not conversely.

Proof. Let lim
i

xi = L with respect to the probabilistic normN . So fort > 0,µ > 0 , we haveNxi−L > 1− µ . Construct

KN,µ(t) = {i ≤ k : Nxi−L(t) ≤ 1− µ}, which is a finite set ofN. Then we have that there existsk0, p ∈ N such that

|KN,µ(t)|= p, if k≥ k0, which will show that, lim
k

f (|KN,µ (t)|)

f (k)
= 0⇒ fN − statlim xi = L.

For the converse part, let(R,N,∗) be a PN-space witha∗b= ab,Nx(t) = t
t+|x| . Define a sequence ,

xi =

{

1, if k= i2, i ≤ k;
0, otherwise.

(xi) is fN-statistical convergent , but not convergent with respect to the probabilistic normN.

The proofs of the following Therems are easy and thus omitted.

Theorem 1.Let (X,N,∗) be a PN-space. Then the fN-statistical limit of a sequence(xi) is unique.

Corollary 2. Let (X,N,∗) be a PN-space. For f and g two unbounded moduli, if fN − stlim xn = x and gN − stlim xn = y
then x= y.

Theorem 2.Let (X,N,∗) be a PN-space.

(1) If L1 and L2 are two f -statistical limits of(xi) and (yi) respectively with respect to the probabilistic norm N, then

fN − lim(xi + yi) = L1+L2.

(2) If (xi) is f -statistically convergent to L with respect to the probabilistic norm N, then for anyα > 0, fN − lim αxi =

αL.

In the following, we investigate the relationships betweenfN-statistical convergence andf ∗N-statistical convergence with
respect to the probabilistic normN. However , to definef ∗N-statistically convergence, we first prove Theorem 3.4. which
describes the characteristic off ∗N-statistical convergence in a more clear way.

Definition 2.A subset K ofN is called f -statistically dense ifδ f (K) = 1.

Theorem 3.Let (X,N,∗) be a PN-space. Then fN − statlim
k

xi = L if and only if there exists a subset I= {in : i1 < i2 <

i3, ...} of N such that I is f -statistically dense with resepct to N andlim
n

xin = L with respect to the probabilistic norm N.
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Proof.Assume,fN − statlim
i

xi = L. Then for anyt > 0 andµ ∈ N, we haveKN(t) =
{

i ≤ k≤ n : Nxi−L(t)≤ 1− 1
µ

}

so

that lim
k

f (|KN(t)|)
f (k)

= 0.

Construct

MN(µ , t) =
{

i ≤ k≤ n : Nxi−L(t)> 1−
1
µ

}

such that
MN(1, t)⊃ MN(2, t)⊃ MN(3, t)⊃ ...MN(i, t)⊃ MN(i +1, t)⊃ ....

and

lim
k

|MN(µ , t)|
k

= 1.

We have to show thati ∈ MN(µ , t) and (xi) is convergent toL with respect to the probabilistic normN. Suppose the
sequence(xi) is not convergent toL with respect to the probabilistic normN , for i ∈ MN(µ , t). Therefore there isr > 0
and one positive integeri0 such thatNxi−L(t)≤ 1− r,∀i ≥ i0.

Take Nxi−L(t) > 1− r, for all i ≤ i0 such that lim
k

f (|{i ≤ k≤ n : Nxi−L(t)> 1− r}|)
f (k)

= 0. Since r > 1
µ , we have,

lim
k

f (|MN(µ , t)|)
f (k)

= 0, which is a contradiction . Hence(xi) is convergent toL with respect to the probabilistic normN.

Conversely, suppose there exists a subsetI = {in : i1 < i2 < i3....} ⊆ N such thatI is f -statistically dense with respect to
N , i.e. δ fN(I) = 1 and lim

n
xin = L with respect to the probabilistic normN, then there existsi0 ∈ N such that for every

t > 0 andµ > 0, we have
Nxi−L > 1− µ , for all i ≥ i0.

Thus,

MN(µ , t) = {i ≤ k : Nxi−L(t)≤ 1− µ} ⊆ N\{Ii0+1, Ii0+2, Ii0+3 · · · .}

Therefore, lim
k

f (|M(µ , t)|)
f (k)

= 0, hencefN − statlim
i

xi = L.

Definition 3. Let (X,N,∗) be a PN-space. Then x= (xi), defined in Theorem 2.4. is said to be f∗-statistical convergent to

L with respect to the probabilistic norm N. We define it as f∗
N-statistical convergent to L.

Definition 4. Let (X,N,∗) be a PN-space. For an unbounded modulus f , a sequence x= (xi) is said to be f -statistically

null with respect to the probabilistic norm N, if for everyµ > 0, δ fN({i ≤ k : Nxi ≤ 1− µ}) = 0.

Theorem 4.Let (X,N,∗) be a PN-space. Then if f∗
N − lim

k
xi = L if and only if there exists two sequences y= (yi) and

z= (zi) in X such that x= y+ z, where y is statistically convergent to L with respect to the probabilistic norm N and z is
f -statistically null in X.

Proof. Let us assume thatf ∗N − lim x = L which implies that there exists a subsetI = {in : i1 < i2 < ...} of N such that
δ fN(I) = 1 and lim

m
xim = L with respect to the probabilistic normN. We define the sequencesy= (yi) andz= (zi) as

yi =

{

θ , if i ∈ K andθ is the zero element ofX;
L, if i ∈ Kc.

and

zi =

{

xi , if i ∈ K

xi −L, if i ∈ Kc.
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For givent > 0,µ > 0, we have,Nyi−L(t) = 1 > 1− µ , i ∈ Kc. Which implies thatx = (xi) is convergent toL with

respect to the probabilistic normN. SinceZN = {i ≤ k : zi is f -statistically null inX} ⊂ Kc, we have lim
k

f (|ZN|)

f (k)
= 0. To

prove the converse part, let us takeZN = {i ≤ k : zi is f -statistically null inX} is an infinite set such thatδ fN(ZN) = 1.
Let I = {im : i1 < i2 < i3......}. Sincexim = yim and bothy and(xim) convergent to the same limitL with respect to the
probabilistic normN, it implies thatf ∗N − lim xi = L. This completes the proof.

Corollary 3. Let (X,N,∗) be a PN-space. Then if(xi) is fN-statistical convergent sequence, then it has a convergent
subsequence with respect to N.

Definition 5. Let (X,N,∗) be a PN-space. Then(xi) is said to be fN-statistically Cauchy iflim
k

f (|BN(t)|)
f (k)

= 0 where

BN(t) = {i, l ≤ k : Nxi−xl (t)≤ 1− µ}.

Theorem 5.Let (X,N,∗) be PN-space. Then fN-statistically Cauchy implies fN-statistical convergent.

Proof. Let BN(t) = {i, l ≤ k : Nxi−xl (t) ≤ 1− µ} such that lim
k

f (|BN(t)|)
f (k)

= 0, which follows that the setBc
N(t) is a

non-empty set. ConstructBc
N(t) =

{

i, l ≤ k : Nxi−xl

(

t
2

)

> 1− r
}

.

For givent > 0,µ > 0, let us taker > 0 such that(1− r) ∗ (1− r) ≥ 1− µ . Assume thatx = (xi) is not fN-statistically
convergent but convergent toL with respect to the probabilistic normN , soNxi−l

(

t
2

)

> 1− r. Now, for i ∈ Bc
N(t), we

have,

Nxi−L(t) = Nxi−xl+xl−L

( t
2
+

t
2

)

≥ Nxi−xl

( t
2

)

∗Nxl−L

( t
2

)

> (1− r)∗ (1− r)≥ 1− µ .

Hence,

{i ≤ k : Nxi−xl (t)> 1− µ} ⊂ {i, l ≤ k : Nxi−L(t)> 1− µ}

⇒ lim
k

f ({i, l ≤ k : Nxi−xl (t)> 1− µ})
f (k)

≤ lim
k

f ({i ≤ k : Nxi−L(t)> 1− µ})
f (k)

⇒ lim
k

f ({i, l ≤ k : Nxi−L(t)≤ 1− µ})
f (k)

≤ lim
k

f ({i ≤ k : Nxi−xl (t)≤ 1− µ})
f (k)

.

Since(xi) is fN-statistically Cauchy, so this leads to the conclusion thatx = (xi) is fN-statistically convergent. This
completes the proof.

Corollary 4. Let (X,N,∗) be a PN-space. Then if(xi) is fN-statistically Cauchy sequence then it has a Cauchy

subsequence with respect to the probabilistic norm N.

In this section,we define the concept offN-statistical summability with respect to the probabilistic normN and prove the
following result which investigates the relation betweenfN-statistical convergence andfN-statistical summability for the
bounded sequencex= (xi) also.

Definition 6. Let (X,N,∗) be a PN-space. Then a sequence x= (xi) is said to be fN-statistically summable to L with
respect to the probabilistic norm N provided that , for everyt > 0 andµ > 0,

lim
k

f (|AN(t)|)
f (k)

= 0, where AN(t) = {i ≤ k : ∑
i

Nxi−L(t)≤ 1− µ}.

We defineΠ f
M be the collection of all fN-statistically summable sequences with respect to the probabilistic norm N.

Finally we conclude this paper by stating the following important theorem.

c© 2018 BISKA Bilisim Technology
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Theorem 6.Let (X,N,∗) be a PN-space. Then

(1) If x = (xi) is fN-statistically summable to L then it is fN-statistically convergent to L.

(2) For the bounded sequence x= (xi), fN-statistically convergence implies fN-statistically summable.
(3) Ω f

N ∩ ℓ∞
N = Π f

N ∩ ℓ∞
N.

Proof.(1) Letx= (xi) is fN-statistically summable toL with resepct to the probabilistic normN. Then for everyt > 0 and
µ > 0, we have,

lim
k

f (|AN(t)|)
f (k)

= 0, whereAN(t) = {i ≤ k : ∑
i

Nxi−L(t)≤ 1− µ}. (1)

Also, we can write

∑
i∈N

Nxi−L(t)≥ ∑
i∈N,Nxi−L≤1−µ

Nxi−L ≥ |{i ≤ k : Nxi−L(t)≤ 1− µ}|µ

So,

f ({i ≤ k :
k

∑
i=1

Nxi−L(t)≤ 1− µ})≥ f (|{i ≤ k : Nxi−L(t)≤ 1− µ}|µ)≥ c f(|{i ≤ k : Nxi−L(t)≤ 1− µ}|) f (µ)

Then for anyt > 0 andµ > 0 , we have

1
f (k)

f ({i ≤ k :
k

∑
i=1

Nxi−L(t)≤ 1− µ})≥
c f(|{i ≤ k : Nxi−L(t)≤ 1− µ}|) f (µ)

f (k)

which follows that(xi) is fN-statistically convergent toL. (from (1))

Proof. (2) Let x = (xi) ∈ ℓ∞
N and (xi) is fN-statistically convergent toL. Then there exists anC > 0 such that fort >

0,Nxi−L(t)≥ 1−C. Now for anyµ > 0,we have,

∑
i∈N

Nxi−L(t) = ∑
i∈N,Nxi−L(t)≤1− 1

µ

Nxi−L(t)+ ∑
i∈N,Nxi−L(t)>1− 1

µ

Nxi−L(t)≤C|{i ≤ k : Nxi−L(t)≤ 1−
1
µ
}|+

1
µ

Consequently, we get,

1
f (k)

f ({i ≤ k :
k

∑
i=1

Nxi−L(t)≤ 1− µ})≤
f (|{i ≤ k : Nxi−L(t)≤ 1− µ}|)

f (k)

which shows that(xi) is fN-statistically summable toL. This completes the proof.

Proof. (3) Proof follows from (1) and (2). So omitted.

4 Conclusion

In this paper, we studied the concept off -statistical convergence in probabilistic normed spaces,which can be extended
in terms of λ -statistical convergence as well. Results can be generalized in other sequence spaces also along with
probabilistic normed spaces. Moreoverf -statistical convergence can be studied using the fuzzy real numbers too.
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