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Abstract: The purpose of this study is to apply the Chebyshev collonatiethod to the two- dimensional heat equation. The method
converts the two-dimensional heat equation to a matrix timuawhich corresponds to a system of linear algebraic gops Error
analysis and illustrative example is included to demotestitze validity and applicability of the technique.
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1 Introduction

Laplace’s equation is one of the most significant equatinnghiysics. It is the solution to problems in a wide variety of
fields including thermodynamics and electrodynamics. ¥ptiee theory of complex variables is used to solve problems
of heat flow, fluid mechanics, aerodynamics, electromagribory and practically every other field of science and
engineering. A broad class of steady-state physical pnoblean be reduced to finding the harmonic functions that
satisfy certain boundary conditions. The Dirichlet probléor the Laplace equation is one of the above mentioned
problems.

The Dirichlet problem is to find a functiod () that is harmonic in a bounded domdnc R?, is continuous up to the
boundarydD of D, assumes the specified valués(z) on the boundargD , whereUg(z) is a continuous function on
dD. LetD be a rectangular region amD is the boundary ob and can be formulated as

0°U=0, z€D,  Ulxsp=Uo(2). (1)

Here, for a pointx,y) in the planeR?, one takes the complex notatiae:= X+ yi, U (z) = U (x,y) andUq(2) = Up(x,y) are
2 2

real functions andl? = % + ;—yz is the Laplace operator. Similarly the Dirichlet problem fitee Poisson equation can
be formulated as

0%V = h(2), ze D, Uzcap = Uo(2). (2

The Green function of the Dirichlet problem for the Laplad#edential equation in a triangle region was expressed in
terms of elliptic functions and the solution of problem wasséd on the Green function, and therefore on elliptic
functions by Kurt and Sezef[2]. Solution of the two-dimensional heat equation in a squeagion was given by Kurt
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[3]. Analytic solution of two-dimensional heat equation wageg for some regions by Baykus Savasaneril et4b,p,

7]. The Chebyshev tau technique for the solution of Laplaegsation 8] and Chebyshev tau matrix method for
Poisson-type equations in irregular doma# fvere studied by Ahmadi et al. and Kong et al. Error analysishe
Chebyshev collocation method for linear second-ordeiigdatifferential equations was expressed by Yuksel etid, [
11]. Gas Dynamics Equation arising in shock froni®][ and solution of conformable fractional partial differiht
equations by reduced differential transform metht8 fvere studied by Tamsir et al. and O. Acan etratlimensional
differential transformation method for solving PDEs isdsad by Kurnaz et al.14].

In this study, we find an approximate solution of E). (jsing a truncated Chebyshev series, such that

N N
Uxy) = arsTrs(X.Y), ®3)
(xy) go;) sTrs(%,Y)
where T s(X,y) = Tr(X)Ts(y) and a.¢'s are unknown constants to be determined. H&réx) and Ts(y) denote the
Chebyshev polynomials of degreands, respectively, defined by (x) = cogr arcco$x)) andTs(y) = cogsarccosy)).

We choose the collocation points as the extremes of the Ghelypolynomiald; (x) andTs(y) as

xncos<w> m and vy cos<w> m, nl=01,..N (4)

2 Fundamental relations

To find the numerical solution of the two-dimensional heatiagimpn with the Chebyshev collocation method, it is
necessary to evaluate the Chebyshev coefficients of th@xipmate solution. For convenience, Eg) €an be written in
the matrix form [LO].

The Chebyshev approximate solution of Eg). (

N N
U(xy) = r;;’ar,s-rr,s(xa y)

can be written in a matrix from as

U(xy) = T(X)Q(y)A ®
where
T(x) = [TO(X) Ta(x) - Tn( ):|l><(N+l)
Toly) -+ T(y) 0 0w O oo 0
o] O O T 0 0o
0 0 0 0 To() WO (ys1unisn2

andA is the unknown Chebyshev coefficients matrix

A=
Qo0 do1 AoN a10 a1,1 aiN an,0 an,1 anN (N+1)2x1
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The(i + j) th-ordered partial derivatives tf(x,y) in Eqg. (6) can be written asl[0, 11]

Uy (xy) =TxI")'Qy)J)A ©)
where
[0 0 0 0 0 --- 0 O]
1 0 0 00 - 0O
0 220 0 O 00 T
JJo.---0
3 0230 O 00 T
_ 0J ---0
J=| 0 240240 00 7 J— .
5 025025 .-.- 00 :
T
A 0 0] a2 nsay
0 2N 0O 2N O --- 2NO
LN ONON - 2NOJ
The matrix form for the conditions is L1l
al ;U (o, Be) = A (7)

3 Matrix solution of the problem
Each term in Eq.X) can be given in the matrix equation by E) [10,11]

AXYTXET)2QW)A +BXYT(X)ITQ(Y)(IA +C(xY)T()Q(Y)(I)?A
(8)

+D(XY)T(X)ITQYA +E(x,)T(X)QY) (A +F(x,y)T(X)Q(Y)A = G.
By substituting the collocation pointg)(into Eq. @), we obtain the linear algebraic equation:
A YT (%) (IT)?Q(Y)A +B(xn, Y1) T ()3T Q) ()A
+C %0, Y1) T (%) Q%) (J)%A+D (%0, Y1) T (%) 3T Q(y1)A 9)
+EO0, YD) T (%) QY1) (DA + F (%, Y1) T (1) QY1 )A = G (%, Y1)
The fundamental matrix equation in E§) {s as follows:
(AT(JT)2QA+BTJI'Q(J)A + CTQ(J)?A +DTI'TQA+ETQE)A+FTQA) =G. (10)

where, Eq. 10) corresponds to a system @fl + 1)? linear algebraic equations with unknown Chebyshev coefiisi
800,801, ---,80,N,&1.0,A1,1, .-, BN, ---, AN,0, AN, 1, ---, aN,N - AlSO we can write Eq.X0) such that

(ATAT)2Q+BTJI"Q(J)+CTQM)?>+DTI'Q+ETQMI)+FTQ)A=G. (11)

which can be written simply as
WA =G. (12)
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Similarly, by substituting the collocation poin#)(nto Eq. (7) under the complicated conditions, we obtain, respegtivel

—

0
ol
OM»—\

1 PR

a1 ST (ax Q(BIJ))A = A,
or shortly
VA=) (13)

To obtain the Chebyshev series solution of EXjunder conditionsy), the augmented matrix form of Equatiodi®) and
(13) is as follows

~ VA
W;G] =1~ °* (14)
W; G
Therefore, the unknown Chebyshev coefficients are obtaired
— ~\ -1z
A= (W) G, (15)

where [V:\/é} is generated by using the Gauss elimination method and thearboving zero rows of the augmented

u

matrix [W G} The reason for using the Gauss elimination for this direktt®n is because of the non-invertible case of

the matrixW. When the conditions are added to the linear algebraic systeme rows can be the same because of the
symmetry of Chebyshev collocation points. These terms eagliminated by the Gauss elimination method.

4 Accuracy of the solution and error analysis

We can easily check the accuracy of the method. Since thedted Chebyshev series given in Eg).i an approximate
solution of Eq. ), when the functiotd (x,y) and its derivatives are substituted in E),{he resulting equation must be
satisfied approximately; that is, for(xy) = (Xq.yq) € {-a<xq<a, -b<yz<b} q = 01,2,..
E(Xg,Yq) = |D(Xq,Yg) — Al(Xq.Yg)| = 0 andE(xq,yq) < 107% (kq positive integer) If max 10k = 107 (k positive
integer) is prescribed, then the truncation litdits increased until the differend&(xy,yq) at each of the points becomes
smaller than the prescribed 10 On the other hand,the error can be estimated by the function

N N
En= ; ;ar,sTr,s(x, Y), —a(x,y) = 1(x,y). (16)

If Ex(X,y) — 0 whenN is sufficiently large enough, then the error decreases.

5 Numerical example

In this section, the efficiency of the method is demonstratgd the numerical result of exampl&][and it has been
solved by a computer code written in Maple.

The boundary of a rectangular sheet of metal is kept at constmperature ST on the upper edge, 20 on the bottom
edge, and #C on the other two edges. After a sufficient period of time, t#m@perature inside the plate reaches an
equilibrium distribution. This steady-state temperatdigtributionU (x,y) is determined in this application. Since no

(© 2018 BISKA Bilisim Technology
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heat sources are present in the plate, the steady-statertaton@) must satisfy

K K K’ K’
=0; e <X<L =, —m <y < —
The boundary conditions are
U(x—%)=20C U(xk)=50C —§<x<%
(18)

U(-Sy)=U(Ky)=0C; —K <y<X

We obtain the approximate solutions fdr= 5, 7,9 which are based on the truncated double Chebyshev &kfieg) =

N <N K K K K
Yr—oYs-o&rsTs(Xy) onrectangular domaingy <x< -, —or <y < oo

(TODAN2Q) +T)QW)I)HA=0, il =0,..,N.

where
TAN2Q+TQI)2=W,WA=0

Matrix forms of the conditions can be written as
U(x—%) =To)Q (-4 )A=20

U (Xi,%) =T(x%)Q (%)KZSO

and K K
U (iﬁvyl) =T(£5y) Q)A=0

and fundamental matrix equations of the conditions can ligenras
K\E _ 90'K. B —
TQ(—4 )A=20:A=20
K\A — E0-KA —
TQ (& ) A=50,KA =50
T(—45)QA=0;KsA=0
T (4)QA=0;KsA=0
To obtain the solution of Eql{) under conditions8), the augmented matrix is formed as follows

Ki; 20
Ko; 50
[W;G] = | Ks; 0
Kg; O
W; 0

(© 2018 BISKA Bilisim Technology
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Therefore, the unknown Chebyshev coefficients are obtaised

forN =5;

A= (w)_le

T= [1x2x2—14>@—3x8x4—8x2+1 16(5—20x3+5x]1

x6

[T00O0O O] 00000 0 JT0 00 0 0]
0T0000 100000 0J70000
00T000 ;_|040000 j_|00J 000
000TO0O 306000 000J00
0000TO 080800 000 0J0
[00000T],_ ., (50100100 (00000, .

Error analysis for the equation iA]) can be seen in Fig. 1.

- %ig-®
-2 =108
-3 m10¢
-4, % |0 R RS oy o o S :
H By gy -y 8T
. I

Fig. 1: Error analysis foN = 9.

From Table 1, it is obvious that the results get bette¥ ascrease.
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Table 1: Comparison of the error analysis @D that is the boundary dd for N=5,7,9.

X y N=5 N=7 N=9

0 -1 —3.6060x 10°° —8.3312x 10 2.6254x 10°°
0 -0.8 —1.2322x 1077 —2.6451x 10~/ 9.4651x 107
0 -0.6 —6.1317x10°° —2.4327x 10~/ 2.6016x 10~/
0 -0.4 —2.2821x 1077 8.7531x 107 3.7960x 108
0 -0.2 1.0496x 104 2.6179x 10~/ 1.3644x 10711
0 0 8.6320x 10 ° —6.9187x 10~/ 1.5891x 10 °
0 0.2 —2.3897x 107> —8.7441x 10~ —6.1521x 10710
0 0.4 —1.9570x 10 % —4.1512x 10~/ 1.0216x 108
0 0.6 —3.5767x10°% —4.0661x 10~/ 3.6733x 1078
0 0.8 8.6320x 10 ° —1.3148x 10°© —1.1373x 108
0 1 —1.4303x 107 —467x10 10 —3.2615%x 10~/

The some calculating values of the error functions give ibl§2 that is clearly shown whel values increase, error
function values rapidly decrease fdr=5,7 and 9.

Table 2: Comparison of the error and the solution for of N=5,7,9.

N=5 N=7 N=9
X y E(anytq) U(Xay) E(XchyCI) U(X7y> E(XChyCI) U(X7y>
1 1 311 x | 1.0361581 | —4.09x | 0.6914707 235 x | 0.6897134
1010 1076 105
0809 142 x | 1.0721373 | —3.73 x | 0.7140524 —8.48 x | 0.6950974
104 1076 106
06 0.7 469 x | 1.0418738 | —1.22 x | 0.6865901 167 x | 0.6413776
10°° 1076 106
0505 437 x | 09844465 | 1.99 x | 0.6394523 —3.88x | 0.5732205
10°° 1076 1077
04 (03 6.78 x | 09363271 | 1.80 x | 0.5979623 —537x | 0.5113068
10°° 1076 108
0 0 8.6320x | 0.8939214 | —6.91 x | 0.5540799 158 x | 0.4361256
10°° 107 10°°
- - 154 x | 0.8611805 | 7.20 x | 0.5217932 593 x | 0.3868576
0.1 0.2 104 107 1010
- - 379 x | 0.8089201 | 1.54 x | 0.4833937 178 x | 0.3521935
05| 0.3 104 106 1077
- - 199 x | 0.7337253 | —1.20 x | 0.4264064 751 x | 0.2979922
0.8 | 0.5 104 106 1077
1 |1 737 x | 0.7066744 | —4.88 x | 0.3834902 571 x | 0.2412991
10710 10°10 106
6 Conclusion

In this study, a technigue has been developed for solvindakcafs equation with Dirichlet boundary condition. The
method is based upon Chebyshev collocation method. TheySheb polynomials are utilized to solve the problem
effectively. The method leads to solving a system of lindgelaraic equations. The numerical result show that theracyu
improves with increasing the N. Tables and figure indicad¢ & N increases the errors decrease more rapidly; hence for
better results, using large numbis recommended.
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