(_/
NTMSCI 6, No. 1, 8-17 (2018) BISKA 8

© NewTrendsin Matematcal Sciences

http://dx.doi.org/10.20852/ntmsci.2017.240

On numerical solution of fractional order delay
differential equation using Chebyshev collocation
method

Ajmal Ali and Norhashidah Hj Mohd Ali

School of Mathematical Science, Universiti Sains Malay$is800 Penang, Malaysia

Received: 19 July 2017, Accepted: 9 October 2017
Published online: 28 December 2017.

Abstract: The main objective of this article is to present an efficiemtnerical method to solve the delay differential equation of
fractional order. We use the Caputo s fractional derivafor solving the fractional differentiation. The propesiof shifted Chebyshev
polynomials are exploited to reduce the Delay Fractionéfeential Equation (DFDE) to a linear or non-linear easityvable system

of algebraic equations. A comparison is given between tesgmt method and Adomian Decomposition Method (ADM) with th
help of solved numerical illustrative example. The ressktsws that proposed method is very effective and simplectMtgveals the
validity and applicability of the method.
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1 Introduction

In recent years, fractional calculus has become more irapbthan the ordinary calculus. The ordinary calculus has
achieved the discovery at its peak point. That's why, thehewfatician and researchers feel the need of fractional
calculus. Fractional Differential Equations (FDES) is gelization of Ordinary Differential Equations (ODES) bese
FDEs describe values on each point continually and distaga the gaps between the two integers. This is the reason
that after the discovery of fractional calculus, it is olvserthat FDEs have more real in natural phenomena than to the
ODEs [5-6]. As far as the geometrical and physical integireh of integer order differentials and integrals are
concerned, they have the clear physical interpretationaioutus. Fractional derivative and integral are actuatlg t
superset of the ordinary or integer order derivative anegrel and hence fractional derivative and integral giveenor
deep result and realistic natural phenomena than the oydiolainteger order derivative and integral ones. The
geometrical interpretation of Integer order differenfiald integration can be seen in classical geometry whereas so
researchers seek the geometrical interpretation of fnagtidifferential and integral in fractal geometry as thassical
geometry is the subclass of fractal geometry [23,30].

The study of FDEs in fractional calculus is one of the mostydapsubject in many mathematical scientific areas
including the image processing, earthquake and biomeediwiheering , viscoelasticity [3], finance [25], hydroldgy

and control system [1]. In all these fields of studies, it iparant to find out the exact or approximate solutions of
FDEs but unfortunately we do not have any method to find thetes@ution of such type of FDEs so therefore we use
approximation to the exact solution. To find out the exaattsmh of such type of FDEs and other scientific application is
very difficult task in mathematics. The exact solution hefpto understand the mechanism and complexity of the
problem as compare to the approximate solution [30]. Toiolkee exact analytic solutions of FDEs, it is very difficult
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and some time impossible to deal with the complexities cdatmns in these equations. So it is better to look for some
useful approximations and numerically techniques such agtion iteration method [9], homotopy perturbation
method [27], collection method [16-20], Galerkin methodplace transform and Fourier transform methods and other
methods [2,7,8,10,11,12,13,15,22].

The DFDEs are the differential equations in which derivat¥ unknown function at some certain point is given in terms
of the values of the function at previous time. The fractiom @lso called the Time-Delay System or sometime, Dead
-Time System. The fractional partial differential equasowith delay have attracted a significant attention of the
scientists and researchers due to their frequent appeairatite models of actual applications in the last decades. Th
DFDEs are mostly used in medical sciences, networks, celo@y, control theory, climate models and many
others [30]. The delay term in the fractional partial diffetial equation does not only make more difficult and
complicated to the exact solution but also change the lamg tlynamic property of system. This is the reason that
makes researcher to attract such type of equations for afion!

The DFDEs (Delay Fractional Differential Equations) haweib solved by various mathematician and researchers in
literature. But the most recent numerical solution of DFREs solved by M.A Igbal el at.[14] (2013) by Chebyshev
wavelets numerical technique , M.M Khader and A.S Hendy [26]L5), used the legendre seudospectral method , N.
Mahmoud Sherif el at. [21] (2014) used the spline functi@thhique, H. Osama Mohammed and Abbas I. Khlaif [24]
(2014) used Adomian Decomposition Method (ADM).

The organization of this paper is as follows: In section 2, imteoduce some notations and definitions regarding to
Caputo’s fractional derivatives and delay differentialiation of fractional order. In section 3, we introduce Clsdigy
polynomials on interval [-1,1] and shifted chebyshev polyrials on the interval [0,1] and find the approximate formula
for fractional derivative with weight function. In sectidy we give the procedure for solving DFDE and collocate
formulated equation at some suitable points together withnbary values conditions. In section 4, we present two
numerical examples to show the validity of the method. Is 8&ction we compare the solution of one of the example
with example solved in [24] and find that our solved example gnore accuracy to the exact solution than the one’s in
[24]. Also the graphically comparison between the exact apgroximate values by the proposed method are
given. Finally in last section, we give some remarks abolgidations and graphs in our paper.

2 Preliminaries and notations

Definition 1.The Caputo’s fractional derivative w.r.t x of ordardenoted b)f% and defined as follows:

dt, m—l<a<mmeNx>0 a>0
dx r(m—a) ’ < h MENX=D,

= X_t)aferl

d@ f(x) 1 /x £(M (1)
o (

For the function of the type(k) = x",ne W = {0,1,2...}.The Caputo’s fractional derivative is defined as:

4@ 0, for neW n<[a]

dx ) _rem oo

FAriog) , for new n>Jla]

Here [a] denotes the ceiling value of.It the smallest integer greater than or equaldo Moreover if f(x) = c is any
constant function then its the Caputo’s fractional derivatwill be zero like the integer order derivative i.9(%2—c =
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0. Amongst the main properties of Caputo’s fractional detiv@the most important property is the linearity propeirey

d(@) At )\d(a)f d(@)
W( (X) + Hg(x)) = ax (X)+HW9(X)

whereA andu are constants [25].
In this paper, we use the following type of the delay diffe¢i@requation of fractional ordex.

(a)
O 00 = f(ey(0.y(g0). a<x<b m<a <mil m=123. (1)
with the following boundary conditions;

y(@) = Bo, y(b) =B1, Y(X) =P(x),x< [a0, 3] )

If a = 2,the above equation (1) is called classical second-omlaydiifferential equation. In this case, we have

d2

G = fy(),¥(9(x))), a<x<b
Hereg is the delay function which is to be assumed continues integval[a, b] and satisfies the inequalify < g(x) < x
for some fix real constars, for x € [a, b}, ¢ € C[ap, al.

3 Definitions and properties of chebyshev polynomials

Many authors and researcher use the Chebyshev polynonoiatnty for the solution of ODEs but also they use for
solving the FDEs. The Chebyshev polynomials are a sequdmréhogonal polynomials and widely used in many areas
of numerical analysis for simulation like least square agjmation, uniform approximation and in spectral or
pseudospectral methods. The Chebyshev polynomials am \asy important in approximation theory for
interpolation. One of the advantages of Chebyshev polyalsiis the approximation of a functidr{x) by a polynomial
p(x) that gives a uniform and accurate description in the rearva [a,b]. Another advantage is to approximate a
function f(x) in terms of series expansion that form the basis of the FDHE e recurrence formula for Chebyshev
polynomials (also known as Chebyshev polynomials of finstlkion the intervall, —1] is as follows:

To(X) =1, Ta(X) =X

Thr1(X) = 2XTa(X) — Th—1(X) ,n=1,2...

The orthogonality condition is

rn, fori=j=0
FPTT(x) ’ o
/71717)(2 dx=¢ 2, fori=j#0

0, for i##]
The analytic form of Chebyshev polynomidigx) of degreen over the interval—1,1] is given by ;
£ (h—i=D! hoa

Ta(X) = ni;(—l)‘z(”*m*l) i 2y

where[ 3] denotes the integer part §fin order to use these polynomials,itis difficult to work otle interval—1,1].For
easy computations we shift these polynomials on the int¢®y# and define the so called shifted Chebyshev polynomials
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by introducing the change of variabte= 2t — 1. The recurrence formula of the shifted Chebyshev polyatsiii (t) are
defined as :
To(t) = Ta(2t— 1) = Ton(VY)

where
To(x)=1 ,T{(x) =2x—1

r::rl = (4X7 Z)TI'T - l'Tfl , N= 17273
The analytic form of shifted Chebyshev polynomig{gt) of degreenis given by ;

PR k2N k—1)!
Tn(t)*nk;(*l) kmtk Q)

whereT,;(0) = (—1)" and T:(1) = 1. The orthogonality conditions for the shifted Chebyshewpomial are given by,

LT (0T (%)

———==—dx=4 jh
0 VX—x2 o1

whereh, = %7 with by = 1,b = 1,k > 1.
We can approximate the solution of the equation of the tygmel@ in (1) with the boundary conditions in (2) as the
infinite series of shifted Chebyshev polynomials,

KO =3 ot (1) (4)

The coefficients; are given by;
LB 0g for =0

mlo " /e
G =
2 Xi/)T_ dt, for i=1,2...
We consider the firahn+ 1 terms of the shifted Chebyshev polynomials. So Eq.(4)taie the form :
- *
Xm(t) = i;CiTi (t) ()

Theorem 1Let xn(t) be the approximate solution of DFDE as defined in Eq.(5) asd alppose that > 0, then

- 3,3 0nee

d"xm

whereQi{ﬁ) is weight function and defined as

k2K k=DM (k+1)

o = (1) (i— K120 (k+1—a)
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ProofDue to linearity property of Caputo’s fractional deriva&tiwe can write Eq.(5) as

d"xm

- Z C' dX i (6)

i=
From definition (1), 9 (T;*(t)) =0 ¥ i=0,1,...[a] - 1,a > 0.

Again apply property of linearity on the analytic form of thleifted Chebyshev polynomials described in Eq.(3), we have

a i 2k a
=1 3 (T Gt V=TT L

k=la]

Apply definition (1), we have

A ol Xk DI KHD)
ol (t))—lk;a](* ) k(i_k)!(zk)!r(k+1—a)tk "

Using values from Eq.(7) into Eq.(6), we have

d“xm = 22ki(i+k—1)!l'(k+ D) ka

} ; G- “KI2KIT (k+1—a)

as desired.

4 Procedure for solution of the DFDE

In this section we use the Chebyshev’s collocation meth@blee the DFDE (1) together with the boundary conditions
(2) described in next section. For this purpose supposétthatpproximate solutiop(x) is in term of finite numbem of

series of shifted Chebyshev polynomials.i.e
m

ym(X) = 3 GTi"(x) (8)
m i; 11
Employing the Theorem (3) and Eq.(8) into the Eq.(1),we have
m i m m
; ; ciQfE)Xk*" = f(x, Z}ci'ﬁ*(x), Z)ciTi*(g(x)) ,0<x<1, mtl<a<m 9)
i=Talk=Ta] i= i=

By using the collocation method we collocate the above E2) (@t the points,, p =0,1,..m— [a] i.e total number
of collocated points will bédm+1— [a]). For appropriate collocated points we use the roots of tifeediChebyshev

polynomialT® ;- fa] (x).
m i m m
S Y G =10, 3 6T 00). 3 6T (90p)) . p.p=0.1.m—[a], mt1<a<m (10
i=la]k=[a] i= i=
Employing the Eq.(8) in the boundary conditions Eq.(2), &e obtain[a] equations as follows :
m . m
(—D'ci=Bo, Yci=p (11)
Ve 20

(© 2018 BISKA Bilisim Technology


www.ntmsci.com

13 BISK A A AiandN.HjMohd Ali: On numerical solution of fractionalrder delay differential equation using...

From Eq.(10) we getm+ 1 — [a]) algebraic equations and from Eq.(11) we ¢ef] algebraic equations so we get
total (m+ 1) linear or non-linear algebraic equations which can eaglgdived with the help of matrices for unknowns
cn,n=0,1,2...mto calculate the approximate solutigq(x).

5 Numerical implementation

In this section, we solve numerically the fractional ordelag differential equations using properties of shifte@yshev
polynomials.All the numerical results are obtained usingMAB.

Example 1.Consider the following linear fractional delay differeaitequation ;

15 _ X, 7 6 15
D**u(x) = —u(x) +u(3) + 8X3+—I_(2.5)X
with the boundary conditions ;
u(0)=0,u(l)=1 (12)

The exact solution of this problemiigx) = x3. We implement the suggested method witk: 3 andm= 5 we approximate

the solution as, leln=3,
3

Using Eq.(10) we have,

3 iZCQ_(OI)kaa _ 3 C'T-*(X )+ 3 C-T*(ﬁ)+zx3+ 6 L5 (13)
izzkzzll’kp i;II P i;;"Z 8P r(25"

With p = 0,1 wherexp are the roots of shifted Chebyshev polynonizix) and their values are:

Xo = 0.8536 x; = 0.1464

By using Eq.(11) and Eq.(12) we have ,
Cg—C+C—c3=0 (14)

Co+Ci+C+cC3=1 (15)

Solving the Eq.(13) together with the Eq.(14) and Eq .(15fine the approximate valuesyin table (1) form= 3 and
m=>5.

Example 2.Consider the following linear fractional delay differeaitequation ;

)

D"u(x):?lu(x)jtu(2 —xX242,0<x<1ll<a<?2

with the boundary conditions:
u(0)=0,u(l)=1 (16)

The exact solution of this problem igx) = x°. We implement the suggested method witk= 3 anda = 1.5,1.75,2 as
follows ,
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Table 1: Comparison of exact and approximate valuesat 3 andm=5 with a = 1.5

X Uext Error=|Uext — Uapx] atm=3 | ErrorgUex— Uapy atm=>5
0.0000| 0.0000 6.938% 18 6.938% 18
0.1000]| 0.0010 5.7600e° 5.7600e°
0.2000| 0.0080 7.6800e° 7.6800e °
0.3000| 0.0270 6.7200e > 6.7200e°
0.4000]| 0.0640 3.8400e° 3.8400e°
0.5000| 0.1250 0.0000e7° 0.0000e 9
0.6000| 0.2160 3.8400e° 3.8400e°
0.7000]| 0.3430 6.7200e > 6.7200e°
0.8000| 0.5120 7.6800e > 7.6800e°
0.9000| 0.7290 5.7600e° 5.7600e°
1.0000| 1.0000 0.0000e7° 0.0000e 9

1 T T T T T T T T T
—+— y(ext)
03+ yaprg i
&t g
E 07t .
T 0Bf —
S 05t -
=Y
E 04 .
® 03f 2
L
02t .
01t / _
0 % M 1 1 1 1 1

|
] 0.1 0.z e 0.4 0.5 (N nvy ne ng 1
“alues of

Fig. 1: Result of example 1 by present method taking: 3m=5 anda = 1.5.

Using Eq.(10) we have
3 i

33 3 X
(@) yk—a _ 2 T* T (2P 24 9 17
i;kzzcl ik Xp 4;)0! i (Xp) +i;)CI i ( > )+ Xp+ (17)
With p = 0,1 wherex, are the roots of shifted Chebyshev polynonizx) and their values are
Xo = 0.8536 x; = 0.1464

By using Eq.(4) and Eq.(2) we have,
Co—Ci+C—C3=0 (18)

(© 2018 BISKA Bilisim Technology
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Co+Ci+C+cz=1

(19)

Solving the Eq.(14) together with the Eq.(15) and Eq.(16)iwe the approximate valuesgpx for different values otr
in table (2) form = 3 with comparison of the estimated values calculated in 34ADM.

Table 2: Comparison of exact and approximate valueg at 1.5, 1.75, 2 andm = 3 with Ref [24]

X Exact | Ref[24]a =15 | oursa =15 | Ref[24]a =1.75 | oursa =1.75 | Ref[24]a =2 | oursa =2
0.0000| 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0014
0.1000| 0.0100 0.0480 -0.03460 0.0220 -0.0095 0.0100 0.0129
0.2000(| 0.0400 0.1370 -0.0247 0.0750 0.0102 0.0400 0.0444
0.3000| 0.0900 0.2550 0.0241 0.1530 0.0572 0.0900 0.0957
0.4000| 0.1600 0.3980 0.1064 0.2540 0.1297 0.1600 0.1667
0.5000( 0.2500 0.5640 0.2168 0.3770 0.2260 0.2500 0.2572
0.6000( 0.3600 0.7530 0.3499 0.5210 0.3442 0.3600 0.3672
0.7000]| 0.4900 0.9630 0.5001 0.6870 0.4825 0.4900 0.4964
0.8000| 0.6400 1.1950 0.6622 0.8730 0.6391 0.6400 0.6448
0.9000( 0.8100 1.1448 0.8306 1.0800 0.8122 0.8090 0.8123
1.0000| 1.0000 1.7230 1.0000 1.3070 1.0000 0.9990 0.9986

1.2 : : T T . . .
wiext)

+  y1{apx) at alpha=2
TH ——y2(apx) at alpha=1.75
v3(apx) alpha=1.5

Exact and Approx values of y at different values of alpha

02 1 1 1 1
0 0.1 02 03 0.4

1
o8& 0B 07

“alues of %

og 0%

Fig. 2: Result of example 2 by present method taking: 3 anda = 1.5,1.75,2.
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6 Conclusion and remarks

In this paper, we successfully applied Chebyshev collonatiethod to solve the delay differential equations of foaxl
order. For fractional differential,we use Caputo’s frantil derivatives. The properties of Chebyshev polynonaats
utilized to reduce DFDEs into easily solvable linear or moedr algebraic equations. Two numerically solved example
show the present method is well organized.The calculatptbapnate values are in excellent agreement with the exact
solutions and hence this approach can solve the problenieeffic In our suggested method, the calculated estimate
values is much more accurate than the values calculated BijAn [24]. One can easily see the difference in both
methods with the help of the graph of approximate valuesffrdint values oftx. This shows that our suggested method
is more effective, valid and applicable.
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