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Abstract: In this paper the orthogonal triangular function (TF) baseethod is first applied to transform the Fredholm integral
equations and Fredholm system of integral equations to pledsystem of matrix algebraic equations. The obtainetesyss a
variant of coupled Sylvester matrix equations. A finiteatere algorithm is then applied to solve this system to obthé coefficients
used to get the form of approximate solution of the unknowrcfions of the integral problems. Some numerical examplesalved

to illustrate the accuracy and the efficiency of the propdsgdatid method. The obtained numerical results are compaitidother
numerical methods and the exact solutions.
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1 Introduction

Many problems in physics, mechanics, economics, sociolyy biological lead to the \Volterra Integral Equations
(VIEs) [1]. These systems are dependent on a noise source,Gaussian white noise, so modeling such phenomena
naturally requires the use of various \olterra integral aggpns. The concerned with function spaces spanned by
polynomials for which the kernel of the corresponding tfarmaing integral operator is separable being comprised of
polynomial functions only, then several approximate mdghof solution of integral equations can be developed. A
computational approaches to solve integral equations ésa@ntial work in scientific research, for interested reade

to the recent work presented by Y. Suayip [2-7]. Fredholnegral equation is one of the most important integral
equations. A computational approach to solving integralatign is an essential work in scientific research. Some
methods for solving second kind Fredholm integral equagimnavailable in the open literature. TBespline wavelet
method, the method of moments basedBspline wavelets by Maleknejad and Sahlan [8], and vamatidteration
method (VIM) by He [9-11] have been applied to solve secomd! liiredholm linear integral equations. The learned
researchers Maleknejad et al. Numerical methods for splMirear Fredholm integral equations system of second kind
using Rationalized Haar functions method, Block-Pulsecfioms, and Taylor series expansion method [12—-14]. Haar
wavelet method with operational matrices of integratiob][has been applied to solve system of linear Fredholm
integral equations of second kind. Quadrature method B-8hline wavelet method [17], wavelet Galerkin method [18],
and also VIM [19] can be applied to solve nonlinear Fredhaltegral equation of second kind. Some iterative methods
like Homotopy perturbation method (HPM) [20-21] and Adomidecomposition method (ADM) [22] have been
applied to solve nonlinear Fredholm integral equation cbsé kind.

This paper is organized as follows. First the orthogonahgular functions (TFs) and their properties are proviaed i
Section 2. In section 3 a finite iterative method is presetdesblve couple system of matrix equations. In section 4 the
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suggested hybrid method is presented. The illustrativenples and numerical results obtained via this method are
presented in section 5.

2 Review of orthogonal triangular functions

Triangular functions have been introuduced by Deb et al.428 studied and used by Babolian et al. [24]. In this section
definitions of vector forms of TFs vector forms and their prdjes proposed by Babolian et al. [25] are reviewed.

Definition 1.A set of block-pulse functions (BPF) ,, (t) containing m component functionsin the semi-openinterval (O,
T) isgiven by
Wiy (8) = [Wo(t) Y2(t) ... G (1) ... Y a ()] (1)

where[...]T denotestranspose.
The ith componeny;(t) of the BPF vectoty(t) is defined as

wi(t)_{l (ih)<t<(i+1h @

~]o elsewhere

wherei =0,1,2,---,(m—1) andh= T , for more details see [26].
A square integrable time functioi{t) of Lebesgue measure may be expanded into an m-term BPF isetig6,T) as

f(t) ~[co €1 G2+~ Gi -+ Cm-1]tm(t) = CT im(t) 3)
The constant coefficientgsin Eq. (2) are given by

(iﬂ)h
=m [t @
ih
whereh = % is the duration of each component BPF along time scale.

Definition 2.Let g (t) be the ith component of an m-set of BPFs, we introduce

i(t) =TL(t) +T2(1). (5)

WhereT1;(t) and T2i(t) are theith components of two m-sets of triangular functions overittierval [0,T) as the
following form
(6)

0 elsewhere

)

Tli(t):{l% ih<t< (i+1)h

t—ih -
o) Y ih<t<(i+1)h
T2t = { 0, elsewhere

wherei =0,1,2,--- ,m— 1, with the number of elementary functiong we consideth = % and T1(t) as the ith left-
handed triangular function and {2 as the ith right-handed triangular function. We assumetiTha 1, so TFs are
defined over [01) andh :%. From the definition of TFs, it is clear that TFs are disjoarthogonal, and complete [23].
Therefore, we can write

3 I - J
/Tl' T4 /TZ' JT2(1) {O otherwise. (7)
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Let T(t)be a 2m-vector defined as
_ (T
The set of TFs may be written as the two vectbist) andT2(t) as follows
T1(t) = [Tlo(t), -, Tln1(t)],
(9)
T2(t) = [T2(t), -+, T2m-1(t)],

whereT1(t) and T2(t) are called the left-handed triangular function (LHTF) wecand the right-handed triangular
function (RHTF) vector respectively.

2.1 Multiplication of TFs

Multiplication of triangular functions and related propies were first treated in [26]. It can be concluded from
orthogonality of TFs that

[T1ot) 0 -+ O]
0 T1(t) -~ O
LETUR ERGE IR
_6 | Tlm,l.(t)_
[T2ot) 0 - 0]
0 T2i(t) -~ O
T2(0)-T2T()=|. . .
0 T2ea® ]
e (t)-T27(1)
Ti(t)-T27 (1) =0,
T2(t)-T17(t) 0. (10)
where0 denotes am x mzero matrix.
T T
ST -TAT(t)dt = [T2(t) - T2(t)T (t)dt = A
S (11)

I
o=

0
}Tl(t) T2T(t)dt = }Tz(t) -T1T(t)dt
0 0

in which | is mxm identity matrix, for more details see [27]. We propose a atical method based on TFs to obtain the
solution of Fredholm integral equation and the coupledesystf Fredholm integral equation.

2.2 Triangular functions (TFs) for function approximation

Let f(t) be anL? [0,T) function, the expansion of any function f(t) with respto TFs can be written as follow.

f(t) = F T1(t)+F; T2(t) (12)
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whereF;and F, are the coefficients of TFs withy, = f(ih)and~, = f((i+1)h), fori =0,1,--- ,m—1 so 2n- vectorF

is defined as,
F1
F= 1
() 13)

Moreover, for each functiof(t,s) is a function of two variables. It can be expanded with respedFs as follows
k(t,s) = TT(t)K T(s), where,T(t) andT(s) are 2my- dimensional and i2,-dimensional triangular vectors and K is a
2m; x 2mp, coefficient matrix of TFs. For convenience, we pyt=nm,= m. So, matrix K can be written as

(K (K12,
- (faen famr) w

whereK11, K12, K21 andK22 aremxm matrices and can be obtained easily by sampling the fun&fige) at points
sandtjsuchthat s =ihandt; = jh, fori,j = 0,1,--- ,m—1. Therefore,

(Kll)ij =k(ih,jh),i=0,1,--- , m—1j=0,1,--- m—-1

(K12);; = k(ih, (j+ 1)h),i =0,1,---,m—1,j = 0,1,--- ,m—1 15
(K21)ij =k((i+2)h,jh),i=0,1,---.m—1,j=0,1,--- . m—1

(K22);; = k(i +1)h, (j + Dh),i=0,1,---,.m—1,j=0,1,--- ,m—1.

3 Solving coupled system of matrix equations using finite it@tive algorithm

We concerned with iterative solutions to coupled systenikefforms of the Sylvester matrix equations [26]. There are
many variant forms of finite iterative algorithms for solgimatrix equation.

AV+BW=C (16)
and coupled system of Sylvester matrix equations

AV+BIW=Cy (17)
AV +BoW=C;,

A finite iterative algorithm is constructed to solve the magqguation (16) as follows,

3.1 Algorithm

1-inputA,B,C
2- choose arbitrary matric&g, € 0" Pand V,, € O"™P
3- set

R, =C—AV; — BW

PL=ATR;
Q:=B"R;
K=1

4- if R¢ = 0 then stop an¥,Wkis the solution else ldk = k+ 1 go to step 5,

(© 2017 BISKA Bilisim Technology
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5- compute
Vier = Vit —RE R W =we+ IRE o
IR+ Qul A7+l
Rer1=C—AVir1 — BWig =Rk—%[ P+ BQy]
Foa = AR+ R Qe = BTRGa + Rtf Qe

This algorithm is a special form of the algorithm considdmgd/. A Ramadan et al [29].

For the coupled system of Sylvester matrix equations (1fijte iterative algorithm is presented as follows.

3.2 Algorithm

1- inputAq,B1,A2,B2,C1,Co

2- choose arbitrary matric&s, € C"™Pand Y, € C™*P
3- set

Ry =diag(Cy — (Y, ,Y2),(Co—9(Yy, . Y2,))
S =A1"(C1— (Y1, Y2,)) + A (Co— (Y1, Yz,))
T1 =By (C1— (Y1, Y2,)) + B2 (C2—9(Yy,, Y2,))

4-if R¢=0 then stop andly, , Y»,is the solution else le=k+1 go to step 5.

5 - compute
IRI?
Y, =Ykt —H5 —5%
! I1Sl® + [1Till?
IRI?
Yy, 71—
o ISl + [Tl
Rk+1_d|ag( (Y1k+17Y2k+1) (Cz_g(Y1k+1’Y2k+l))
IRI?
=R~ ——5— ——diag(f (S, Tv), 9(S, )
IS+ Tl
e - Resal?
S(+1—Al (Cl f(Ylk+17Y2k+1))+A2 (CZ g(Ylk+1;Y2k+1))+ ||RkH2 S(
e — Resa
Tkr1=B1 (Cl f(Ylk+1’Y2k+1))+BZ (CZ g(Y1k+1’Y2k+1))+ HRkH

This algorithm is a special form of the algorithm considdogdvl. A Ramadan et. al. [28].

4 Problem statement

In this section, we present a hybrid method. The suggestdthigue is first applying TF method to transform the
Fredholm integral equations to a coupled system of matgeladaic equations. The obtained system is a variant of

(© 2017 BISKA Bilisim Technology
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coupled Sylvester matrix equations then we apply algoriBhirto solve the resultant coupled system of Sylvester matri
equations to compute our solution function for the origjmalblem. First, consider the following equation.

y(t) = F(t) +A / K(t,S)y(s)ds (18)

wheref (t) € L2([0,1)), k(t,s) € L?([0,1)) x L2([0,1)) andy(t) is the unknown function. This problem is to determine TF
pair coefficients of/(t) in the interval [0,1); from the known functiorfgt) and kernek(t, s). We expand (t) andy(t) by
TFs (LHTF and RHTF) as follows,

f(t) = F/T1(t)+F, T2(t)

y(t) =Y TL() + Y, T2(1) (19)

We can expané(t,s) in the interval [0,1) by TFs. Suppose that this approxinrakie as follows,
k(t,s) = T1(t)"(t) - K11-T(s)+ T1T(t) - K12-T2(s) + T2 (t)- K21- T1(s) + T2 (t) - K22-T2(s) (20)

whereK11l, K12 K2land K22 are obtained from Egs. (15). Then, we have

1
YT+ Y2 T2(1) = F T T1(t) + R T2(1) + A / [(TLT(H)K11TL(s) + T1T (H)K12T2(s)
0

+ T2T(H)K21T1(s) + T2T (1)K22T2(s)) (V2" T1(s) + Yo' T2(s))ds.

We have 1
YiITTL() + Y2 T2(1) = FTT1(t) + RTT2(t) + A K11 T1(t)Y1T [T1(s) T1T (s)ds
0

1 1
+K12TTL(t)Y1T [T1(s) T2T(s)ds+ K21 T2(t)Y;T [T1(s) T1'(s)ds
0 0

1 1

+K22TT2(1) Y1 T [T1(s) T2T(s)ds+ K11TT1(t) Yo" [T2(s) T1T (s)ds
0 0
1

1
+K12TTL(L) Yo [T2(s) T2 (s)ds+K21TT2(t)Y," [ T2(s) T1T (s)ds
0 0

1
+K22TT2(1) Yo" [ T2(s) T2Tdg|
0
Then by using Egs. (11) we have
Y TTL() + Y2 T2(t) = F T TL(t) + R T2(1)
FAMT(BKLTTTL() + DK12TTL(t) + SK21TT2(1) + BK22TT2(1))
YT (BKLITTTL() + §K12TTL(t) + BK21TT2(t) + §K22TT2(1))]

The coefficients off1(t) and T2(t)on both sides of the above equation must be equal; hence, weetiha following
equations for the corresponding coefficients of TFs,

h h h h
Y. (= A (§K11T + éK12T)) f/\YzT(éKllT + §K12T) =F1' (21)
—)\YlT(ngf + ngzT)) +Y2" (1= A (nglT + ngzT)) =F2"

(© 2017 BISKA Bilisim Technology
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set

A= (I —/\(gKllTJrgKlZT))

Ay = —AYZT(gKllT + gKlzT)
B = —/\YlT(ngf + ngzT))
B, = (I —A(2K21T+2K22T))

Then, we have the following linear system:

AY1+BiY2 =F (22)
AoY1 +BoYs = Fo.

Now, let f(Y1,Y2) = A1Y1 + B1Y2 andg(Ys, Y2) = AoY1 + BoYs
For the above linear system we can fiaaéndY, using the suggested efficient finite iterative algorithm 3.2

In this section a generalization of the method introducethi& above is presented to tackle the coupled system of
Fredholm integral equation [30].

n 1
_f t)—i—)\_zl/k.-j(t,s)yj(s)ds, i—1..n, (23)
=10

where fi(t) € L2([0,1)), and the kernels;j(t,s) € L?([0,1)) x L?([0,1)) are known,i,j = 1,2,...,n. andy;(t) are the
unknown functions. This problem is to determine TF pair fioeits ofy;(t) in the interval [0,1); from the known
functionsfi(t) and kernekj(t,s). We expand (t) andy(t) by TFs (LHTF and RHTF) as follows,

fi(t) = F TL(t) + F5 T2(t) (24)
Yi(t) =Yy TL(t) + Yy T2(t)

By using Egs. (11) and (20), we approximate the keknél,s) by TFs as

1
/lqj(t,s)yj (s)ds= [Yle(gthjTTl(t) + 2K12”-TT1(t) + gKleTTZ(t)
0

+ ngijTz(t)) +Y2jT(2K1L-jTT1(t) + gKlijTl(t) (25)

+ gKZlijTTZ(t) + ngijTz(t))]

Substituting the Eqgs. (24) and (25) into Eq. (23) and equgatie like coefficients of TFs, we get the following system.

n h h h h
> Mt (4 = Al K1LJ + K12 ))—AYZT(6K1LJT+§K12”T)]:FliT
=1

i szn +th2” N+YoT (A”—A(hKZ]” +th2” N =F2T
=1

(© 2017 BISKA Bilisim Technology
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set
h ..+ h _+
Alij = (4ij = A (5K1L " + K1z, 1))
h h
B1;; :—AYlT(§K2L1T+6K221jT)) (26)
. h h
and
R I =],
“= {o ]

fori,j=1,2,..nandl is an identity matrix. Then, we have the following lineartsys,

AdijY1+ By Y2 =F1
Azin1+ Bzinz =F2.

For the above system we can firidandY, using the suggested finite iterative algorithm 3.2.

5 lllustrative numerical examples

In this section, we represent some examples and their ncahegsults to show the high accuracy of the solution obthine
by TFs and then we compare all results with the exact solution

Example 1.Consider the Fredholm integral equation of the second kind

1
y(t) =¢ — 1+/sy(s) ds (27)
0

wheref(t) = & — 1, k(t,s) = s and the exact solutionygt) = €. by using TF method, the problem can be solved, for
m=4 and 32 are listed in tables 1 and 2 clearly compares estimatithe solution obtained via TF method by the direct
method using maple and a finite iterative algorithm. We nlo& the iterative method is obtained the same results as the
inverse with the direct method as shown in Table 1.

Table 1: Numerical results obtained fon = 4 in Example 1 via TF method by using a finite iterative aldorit

t Direct method Iterative method
Y1 Y2 Y1 )\
0 1.01033142 1.29435683 1.01033142 1.29435683
0.25 1.29435683 1.65905269 1.29435683 1.65905269
0.5 1.65905269 2.12733143 1.65905269 2.12733143
0.75 2.12733143 2.72861324 2.12733143 2.72861324

(© 2017 BISKA Bilisim Technology
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Table 2: Numerical results obtained fon= 32 in Example 1 via TF method by using a finite iterative altjon.

t TF method Exact solution

0 0.999844 1
0.1 1.105420 1.105171
0.2 1.492294 1.2214027
0.3 1.349645 1.3498588
0.4 1.492103 1.4918246
0.5 1.648884 1.6487212
0.6 1.822071 1.8221188
0.7 2.013375 2.0137527
0.8 2.225963 2.2255409
0.9 2.459956 2.4596031

1 2.718444 2.7182818

Example 2.Consider the Fredholm integral equation of the first kind

eX+l

wherek(x,y) = €¥ and the exact solution i§(x) = €. By using TF method, the problem can be solved, fer32
and m=64 are listed in Tables 3. We compare estimation of the solutimtained via TF method by the finite iterative
algorithm. By increasing m, the computed results have gpate accuracy and the error of the solution decreases.

Table 3: Numerical results obtained fon= 32 and 64 in Example 2 via TF method by using a finite iteratige@hm.

t M=32 m=64 Exact

0 1.0072935427 1.001519304 1
0.1 1.105610016 1.105063274 1.105171
0.2 1.215828568 1.221760050 1.2214027
0.3 1.339368626 1.344218523 1.3498588
0.4 1.477424094 1.494374050 1.4918246
0.5 1.630883490 1.644547770 1.6487212
0.6 1.800235075 1.819785795 1.8221188
0.7 2.027848210 2.013982342 2.0137527
0.8 2.231443992 2.228538315 2.2255409
0.9 2.400063129 2.451819326 2.4596031

1 2.700265588 2.718717609 2.7182818

The numerical results are shown in table 1, 2 and table 3. ¥amples 1 and 2 we obtained our solutidf,(Y>) after

seven iterations.

Example 3.Consider the following system of linear integral equatiofithe second kind

12

1

3

Z+/xu1 ds+/ X —t)up(t
0

uz(x):—i7x+3x +/ (x—t)uy(t)ds+ /‘tuz(t)dt
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with the exact solutiomi (x) = 2x anduy(X) = 3x°.
By using TF method, the problem is solved, for m=256 and thainbd solutions are listed at different value of x in

Tables 4. We compare estimation of the solution obtained #anethod by the finite iterative algorithm. We obtained
our solution Y1, Y») after five iterations.

Table 4: Numerical results obtained fon= 256 in Example 3 via TF method by using a finite iterative aldon.

X TF method Exact value of
uz(x) Uz(X) u1(x) Uz ()

0 0.00000 0.00000 0 0
0.1 0.19999 0.03001 0.2 0.03
0.2 0.399996 0.12001 0.4 0.12
0.3 0.599997 0.26999 0.6 0.27
0.4 0.799999 0.47999 0.8 0.48
0.5 1.000000 0.74999 1 0.75
0.6 1.200001 1.07999 1.2 1.08
0.7 1.400002 1.46999 1.4 1.47
0.8 1.600003 1.91999 1.6 1.92
0.9 1.800005 2.42999 1.8 2.43

1 2.000004 3.00000 2 3

6 Conclusion

In this article we present a new technique for solving VIEsedcally. Here, a hybrid method of triangular functionslan
an iterative method are considered. The benefits of thisadette lower cost of setting up the system of equations withou
any integration and to recover the singularity, moreover,dcomputational cost of operations is low. These advastage
make the method easier to apply. It follows from the numéresults that the accuracy of the solutions obtained usiag t
TFs is quite good. The structural properties of TFs arezatilito reduce the Fredholm integral equations to an algebrai
equation. It seems that present method is appropriatenfeatiintegral equations system. We test the proposed thgori
using Maple and the results verify our theoretical findindse numerical results have demonstrated the superiority an
efficiency of the proposed method where our method exhidgtsdonvergence behavior.
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