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Abstract: In this paper we study estimator of mean residual life function in fixed design regression model when life times are subjected
to informative random censoring from both sides. We prove an asymptotic normality of estimators.
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1 Introduction

In survival data analysis, response random variable (r.v.) Z, the survival time of a individual (in medical study) or failure

time of a machine (in industrial study) that usually can be influenced by r.v. X , often called prognostic factor (or

covariate). X represent e.g. the dose of a drug for individual or some environmental conditions of a machine

(temperature, pressure,). Moreover, in such practical situations often occurs that not all of survival times Z1, ...,Zn of n

identical objects are complete observed, that they can be censored by other r.v.-s. In this article we consider a regression

model in which the response r.v.-s are subjected to random censoring from both sides. We first introduce some notations.

Let the support of covariate is the interval [0,1] and we describe our regression results in the situation of fixed design

points 0 ≤ x1 ≤ x2 ≤ ...≤ xn ≤ 1 at which we consider nonnegative independent responses Z1, ...,Zn. Suppose that these

responses are censored from the left and right by nonnegative v.-s L1, ...,Ln and Y1, ...,Yn and the observed r.v.-s at design

points xi are in fact
{

ξi,χ
(0)
i ,χ(1)

i ,χ(2)
i

}
with ξi = max(Li,min(Zi,Yi)), χ(0)

i = I (min(Zi,Yi < Li)),

χ(1)
i = I (Li ≤ Zi ≤ Yi) and χ(2)

i = (Li ≤ Yi < Zi), where I(A) denote the indicator of event A. Hence the observed data is

consist of n vectors:

S(n) =
{(

ξi,χ
(0)
i ,χ(1)

i ,χ(2)
i ,Xi

)
, i = 1, ...,n

}
.

Assume that components of vectors (Zi,Li,Yi) are independent for a given covariate Xi = xi. In sample S(n) the r.v.-s of

interest Zis are observable only when χ(1)
i = 1. Denote by Fx, Kx and Gx the conditional distribution functions (d.f.-s) of

r.v.-s Zx, Lx and Yx respectively, given that X = x and suppose that they are continuous. Let Hx and Nx are conditional d.f.-s

of ξx and ηx = min(Zx,Yx) for X = x. Then easy to see that Hx(t) = Kx(t)Nx(t) with Nx(t) = 1−(1−Fx(t))(1−Gx(t)), t ≥
0. In particular, if for all x∈ [0,1], P(Lx ≤ Yx) = 1, then we obtain the interval random censoring model. The main problem

in considered fixed design regression model is consist on estimation the conditional d.f. Fx of lifetimes and its functional

from the samples S(n) under nuisance d.f.-s Kxand Gx. The first product-limit type estimators for Fx in the case of no

censoring from the left (that is P(Lx =−∞) = 1 or Kx(t) = 1) proposed by Beran [6] and has been investigated by many
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authors (see, for example [7,8]). In this article supposing that the random censoring from both sides is informative we use

twice power type estimator of Fx from [3,4] for estimation the mean conditional residual life function. Suppose that d.f.-s

Kx and Gx are expressed from Fx by following parametric relationships for all t ≥ 0:{
1−Gx (t) = (1−Fx (t))

θx ,

Kx (t) = (Nx (t))
βx ,

(1)

whereθx and βxare positive unknown nuisance parameters, depending on the co-variate value x. Informative model (1)

include the well-known conditional proportional hazards model (PHM) of Koziol-Green, which follows under absence

of left random censorship (that is βx ≡ 0). Estimation of Fx in conditional PHM is considered in [9]. Model (1) one can

considered as an extended two sided conditional PHM. In the case of no covariates, model (1) first is proposed in [1,2]. It

is not difficult to verify that from (1) one can obtain following expression of d.f.Fx:

1−Fx (t) =
[
1− (Hx (t))

λx
]γx

, t ≥ 0, (2)

where λx =
1

1+βx
= 1− p(0)x , γx =

1
1+θx

= p(1)x

1−p(0)x
and p(m)

x = P
(

χ(m)
x = 1

)
, m = 0,1,2, with p(0)x + p(1)x + p(2)x = 1. Then

estimator of Fx one can constructed by natural plugging method as follows:

1−Fxh (t) =
{

1− [Hxh (t)]
λxh
}γxh

, t ≥ 0. (3)

Here γxh = p(1)xh

(
1− p(0)xh

)−1
, λxh = 1− p(0)xh , p(m)

xh =
n
∑

i=1
ωni (x;hn)χ(m)

i , m = 0,1,2, and Hxh (t) =
n
∑

i=1
ωni (x;hn) I (ξi ≤ t),

are smoothed estimators of λx,γx, p(m)
x and Hx(t) used Gausser-Müllers wights {ωni(x;hn)}n

i=1:

ωni(x;hn) =

xi∫
xi−1

1
hn

π
(

x− y
hn

)
dy

 xn∫
0

1
hn

π
(

x− y
hn

)
dy

−1

,

x0 = 0, π(y) is a known probability density function(kernel), and {hn} is a sequence of positive constants tending to 0 as

n→∞, called the bandwidth sequence. Note that in the case of no censoring from the left the estimator (3) is coincides with

estimator in conditional Koziol-Green model in [9]. Note also that a class of power type estimators for conditional d.f.-s

for several models authors have considered in book [5]. Estimator (3) was presented in [3] and its asymptotic properties

has been investigated in [4]. Now we demonstrate some of these results.

2 Asymptotic results for estimator of conditional distribution function

For asymptotic properties of estimator (3) we need some notations. For the design points x1, ...,xn and kernel πwe denote

∆ n = min
1≤i≤n

(xi − xi−1), ∆ n = max
1≤i≤n

(xi − xi−1) , ∥π∥2
2 =

∞∫
−∞

π2 (y)dy, mv (π) =
∞∫

−∞
yvπ (y)dy, v = 1,2. Let

τFx = sup{t ≥ 0 : Fx (t) = 0} and TFx = inf{t ≥ 0 : Fx(t) = 1} are lower and upper bounds of support of d.f. Fx. Then by

(1.1): τFx = τGx = τNx = τKx = τHx and TFx = TGx = TNx = TKx = THx . In [4] authors have proved the following property of

two sided conditional PHM (1).

Theorem 2.1 [4]. For a given covariate x, the model (1) holds if and only if r.v.ξx and the vector
(

χ(0)
x ,χ(1)

x ,χ(2)
x

)
are

independent. This characterization of submodel (1) plays an important role for investigation the properties of estimator
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(3). Lets introduce some conditions:

(C1) As n → ∞, xn → 1, ∆ n = O
( 1

n

)
, ∆ n −∆ n = o

( 1
n

)
.

(C2) π is a probability density function with compact support [-M,M] for some M > 0, with m1(π) = 0 and

|π(y)−π(y′)| ≤Cπ |y− y′| , where Cπ is some constant.

(C3)Ḟx (t) = ∂
∂x Fx (t) and F̈x (t) = ∂ 2

∂x2 Fx (t) exist and are continuous for 0 ≤ x ≤ 1 and τ ≤ t ≤ T , with τFx < τ < T < TFx .

(C4) θ̇x =
∂
∂x θx and β̇x =

∂
∂x βx exist and are continuous for 0 ≤ x ≤ 1.

Lets also denote: r−1 = sup
τ≤t≤T

[
(Hx(t))

p(0)x −Hx(t)
]−1

,

Ḣx (t) =
∂
∂x

Hx (t) , Ḧx (t) =
∂ 2

∂x2 Hx (t) ,

∥∥Ḣ
∥∥= sup

(x;t)∈[0,1]×[τ,T ]

∣∣Ḣx (t)
∣∣ ,

∥∥Ḧ
∥∥= sup

(x;t)∈[0,1]×[τ,T ]

∣∣Ḧx (t)
∣∣ ,

ṗ(m)
x =

d
dx

p(m)
x , p̈(m)

x =
d2

dx2 p(m)
x ,∥∥∥ṗ(m)

x

∥∥∥= sup
0≤x≤1

∣∣∣ṗ(m)
x

∣∣∣ , ∥∥∥p̈(m)
x

∥∥∥= sup
0≤x≤1

∣∣∣ p̈(m)
x

∣∣∣ , m = 0,1.

Note that existence of all these derivatives follows from conditions (C3) and (C4). Now we state some asymptotic results

for estimator (3), which have proved in [4].

Theorem 2.2 [4] (uniform strong consistency with rate). Assume (C1)-(C4), τFx < τ < T < TFx . If hn → 0, nh5
n

logn = O(1),

as n → ∞, then

sup
τ≤t≤T

|Fxh(t)−Fx(t)|
a.s.
= O

((
logn
nhn

)1/2
)
.

Theorem 2.3 [4] (almost sure asymptotic representation with weighted sums). Under the conditions of theorem 2.2 with

r > 0, we have for t ∈ (τFx ,TFx):

Fxh (t)−Fx (t) =
n

∑
i=1

ωni (x;hn)Ψtx

(
ξi,χ

(0)
i ,χ(1)

i ,χ(2)
i

)
+qn (t,x) ,

where

Ψtx

(
ξi,χ

(0)
i ,χ(1)

i ,χ(2)
i

)
= (1−Fx (t))

{
p(1)x

[
(Hx (t))

p(0)x −Hx (t)
]−1

·

·(I (ξi ≤ t)−Hx (t))−

 p(1)x(
1− p(0)x

)2 log
[

1− (Hx (t))
1−p(0)x

]
+

+
p(1)x

1− p(0)x

Hx (t) logHx (t)
[
(Hx (t))

p(0)x −Hx (t)
]−1
](

χ(0)
i − p(0)x

)
−

− 1

1− p(0)x

lo g
[

1− (Hx (t))
1−p(0)x

](
χ(1)

i − p(1)x

)}
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and as n → ∞,

sup
τ≤t≤T

|qn (t,x)|
a.s.
= O

(
logn
nhn

)
.

Corollary. Under the conditions of theorem 2.3, and as n → ∞, for τ ≤ t ≤ T :

(nhn)
1/2 (Fxh(t)−Fx(t))

a.s.
= (nhn)

1/2
n

∑
i=1

ωni(x;hn)Ψtx(ξi,χ
(0)
i ,χ(1)

i ,χ(2)
i )+

+O

(
logn

(nhn)
1/2

)
.

Theorem 2.4 [4] (asymptotic normality). Assume (C1)-(C4). τFx < τ < T < TFx . (A) If nh5
n → 0 and (nhn)

1/2 logn → 0,

then for τ ≤ t ≤ T , as n → ∞,

(nhn)
1/2 (Fxh(t)−Fx(t))

d→N
(
0,σ2

x (t)
)

;

(B) If hn =Cn−1/5 for some C > 0, then for τ ≤ t ≤ T , as n → ∞,

(nhn)
1/2 (Fxh (t)−Fx (t))

d→N
(
ax (t) ,σ2

x (t)
)
,

where

ax (t) =
1
2
(1−Fx (t))

{
p(1)x

[
(Hx (t))

p(0)x −Hx (t)
]−1

Ḧx (t)−

−

 p(1)x(
1− p(0)x

)2 log
[

1− (Hx (t))
1−p(0)x

]
+

+
p(1)x(

1− p(0)x

)Hx (t) logHx (t)
[
(Hx (t))

p(0)x −Hx (t)
]−1
 p̈(0)x −

1

1− p(0)x

lo g
[

1− (Hx (t))
1−p(0)x

]
p̈(1)x

}
m2 (π)C5/2 ,

σ2
x (t) = ∥π∥2

2 (1−Fx(t))
2γx(t),

with

γx(t) = A2
x(t)Hx(t)(1−Hx(t))+B2

x(t)p(0)x (1− p(0)x )+

+C2
x (t)p(1)x (1− p(1)x )−2Bx(t)Cx(t)p(0)x p(1)x ,

Ax(t) = p(1)x

[
(Hx(t))

p(0)x −Hx(t)
]−1

,

Bx(t) =−

[
p(1)x

(1− p(0)x )
Cx(t)+

Ax(t)

(1− p(0)x )
Hx(t) logHx(t)

]
,

Cx(t) =− 1

(1− p(0)x )
log
[

1− (Hx(t))
1−p(0)x

]
.
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It is necessary to note that theorems 2.1-2.4 are extended the corresponding theorems in conditional PHM of Koziol-Green

from [9]. In the next section 3 we use these theorems for investigation the properties of the estimator of mean conditional

residual life function.

3 Asymptotic normality of estimator of mean conditional residual life function

The conditional residual lifetime distribution defined as Fx(s/t) = P(Zx − t ≤ s/Zx > t), i.e. the d.f. of residual lifetime,

conditional on survival upon a given time t and at a given value of the covariate x. Then for 0 < s < TFx ,

Fx(s/t) =
Fx(t + s)−Fx(t)

1−Fx(t)
. (4)

One of main characteristics of d.f. (4) is its mean, i.e. mean conditional residual life function

µx(t) = E(Zx − t/Zx > t) = (1−Fx(t))
−1

∞∫
t

(1−Fx(s))ds, t > 0. (5)

We estimate functional µx(t) by plugging in estimator (3) instead of Fx in (5). But from section 2 we know that estimator

(3) have consistent properties in some interval [τ,T ]with τFx < τ < T < TFx . Therefore, we will consider the following

truncated version of (5):

µT
x (t) = (1−Fx(t))

−1
T∫

t

(1−Fx(s))ds, τ < t < T. (6)

Now we estimate (6) by statistics

µT
xh(t) = (1−Fxh(t))

−1
T∫

t

(1−Fxh(s))ds, τ < t < T. (7)

We have following asymptotic normality result.

Theorem 3.1. Assume (C1)-(C3) in [τ,T ]with τFx < τ , T < TFx .

(A) If nh5
n → 0and logn

(nhn)
1/2 → 0, as n → ∞, then

(nhn)
1/2 (µT

xh(t)−µT
x (t)

) d→N
(
0,β 2

x (t)
)

;

(B) If hn =Cn−1/5 for some C > 0, then as n → ∞,

(nhn)
1/2 (µT

xh(t)−µT
x (t)

) d→N
(
αx (t) ,β 2

x (t)
)
.

Here

αx(t) =
1
2

C5/2m2(π)
1

1−Fx(t)


T∫

t

ax(s)ds−ax(t)
T∫

t

(1−Fx(s))ds

 ,

β 2
x (t) = ∥π∥2

2
1

(1−Fx(t))
2

T∫
t

 T∫
t

(1−Fx(s))ds

2

dγx(s),
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andγx(t) from theorem 2.4.

Proof of theorem 3.1. By standard manipulations and theorem 2.3 we have that

µT
xh(t)−µT

x (t) =
T∫

t

[
1−Fxh(s)
1−Fxh(t)

− 1−Fx(s)
1−Fx(t)

]
ds = Mnx(t)+

4

∑
k=1

Q(k)
nx (t),

where

Mnx (t) =
n

∑
i=1

ωni (x;hn)

− 1
1−Fx(t)

T∫
t

Ψsx

(
ξi,χ

(0)
i ,χ(1)

i ,χ(2)
i

)
+

+
Ψsx

(
ξi,χ

(0)
i ,χ(1)

i ,χ(2)
i

)
(1−Fx(t))

2

T∫
t

(1−Fx(s))ds

 ,
Q(1)

nx (t) =− 1
1−Fx(t)

T∫
t

qn(s;x)ds,

Q(2)
nx (t) =

qn(t;x)

(1−Fx(t))
2

T∫
t

(1−Fx(s))ds,

Q(3)
nx (t) =

(Fxh(t)−Fx(t))

(1−Fx(t))
2

T∫
t

(Fxh(s)−Fx(s))ds,

Q(4)
nx (t) =

(Fxh(t)−Fx(t))
2

(1−Fx(t))
2

T∫
t

(1−Fxh(s))ds.

For Q(1)
nx and Q(2)

nx we use theorem 2.3, for Q(3)
nx and Q(4)

nx , theorem 2.2. Then we see that all these remainder terms

uniformly on [τ,T ] almost surely have order O
(
(nhn)

−1 logn
)

. Now statements (A) and (B) of theorem follows from

corresponding statements of the theorem 2.4 by standard arguments. Theorem 3.1 proved.
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